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Abstract.
Evolutionary algorithms have been used to
generate tests automatically to measure the
worst and best case execution times for
software.  Metrics are proposed to predict
the effectiveness of evolutionary algorithms;
the metrics are based on complexity
measured in terms of decisions weighted by
nesting level.  Other factors are the cohesion
and coupling of the module and the filtering
effect of predicates that have only a small
probability of execution.

Introduction.

The worst and best case execution times
(W/BCET) of a real-time system are
important since the system must produce
results according to a specified time
schedule. W/BCET analysis demands full
knowledge about the behaviour of the
underlying hardware, the scheduling and
timing of the operating system, and the
execution time of the real-time software
under development. Software testing is a
widely used and accepted technique for
verification and validation and is considered
the ultimate check on the conformance of
the software to its specification.

Evolutionary testing (ET) is a new testing
technique based upon the
application of evolutionary algorithms (EA)
to the generation of test sets. This technique
has already been successfully applied to
structural testing and for testing the timing
behaviour of systems.  The latter
complements static analysis for timing.

Evolutionary testing is based on a typical
search/optimisation technique (EA) and such

techniques seldom reveal any information
on how close the best solution of the search
process comes to the actual optimal solution.
This lack of quality assessment of the testing
process might have inhibited its widespread
use. Experiments with evolutionary testing
performed for this work revealed a
correlation between the success of the search
technique to find the optimal (or near
optimal) solution and the complexity of the
test object. Complexity is difficult to define
in the context of software. Many different
interpretations can be found in the literature
ranging from "difficulty to maintain, change
and understand software" to "amount of
information which must be understood and
processed in order to produce, use maintain
and change software".

The key factors in ensuring that ET executes
efficiently and effectively are the choice of
how to represent the input test set, how to
calculate the fitness of the solution
associated with the test set, and to decide
when to stop the search.  There is no
guarantee that ET will find the W/BCET in a
reasonable time or even if it will ever find it.
The aim of this work is to devise a metric to
predict whether ET is an appropriate
technique for the software under
investigation.

Complexity measures for evolutionary
testing

Many definitions of software complexity
emphasise cognitive complexity which
indicates the effort needed to understand the
software based on control flow or data flow.
Most software complexity metrics, including
the standard metrics of Halstead, McCabe,
Myers or Harrison concentrate on
complexity as understandability. Software
testability which can be seen as the degree
of difficulty to test software, is related to
software complexity, and most definitions of
software testability focus on one of its
properties. For example Bache and
Mullerburg use the terminology to calculate
the number of required test cases for a test
object for satisfying a specific test strategy.



They define this as the effort to test
software, although it is not the same as
’software testability’.

A very specific definition of an objective
complexity measure, and consequently
testability, is required for evolutionary
testing. A possible definition of complexity
could be "the difficulty for the testing
process (EA) to generate test cases which
satisfy the test criterion". On a module level,
complexity may be seen as the sum of all
program properties which make it difficult
for an evolutionary algorithm to generate
input parameters corresponding to the test
objective, for instance finding the worst-case
execution time. In this case, testability can
be defined as the degree of difficulty to
successfully apply evolutionary testing to a
particular module. Here, complexity must be
understood, not from the human perspective,
but primarily from the perspective of the
(automatic) testing methodology which is, in
this case, an optimisation algorithm.

The execution of a program under test
ideally covers every single entry-exit path
which results in full path-coverage. This can
be regarded as a reasonable strategy for
testing the timing behaviour of real-time
software since all program sections must be
executed in order to determine their
execution time. Consequently, the testing
process must be able to examine all possible
paths in order to ’decide’ which of them are
most promising for the required testing
objective. The difficulty of generating input
according to this requirement is determined
by the decisions in the test program, and
here, ’difficult’ decisions create serious
problems for evolutionary testing. For
instance, these can be decisions that create
small domains so that the branch is only
taken with a very low probability.

The following list outlines properties of test
programs which have been identified as
creating most problems for an evolutionary
testing process to generate test cases for
finding the B/WCET:

• High parameter interdependence and/or
large input vectors. High
interdependence may either be caused
by decisions which require some of the
input to be in a specific relation, for
example a specified pattern, in order to
lead the program flow into a distinct
branch or by calculations on input. In
the second case the values of the input
variables determine the time it takes to
perform the calculations.

• Small input domains or single-value
domains. These are caused by decisions
that execute one branch with a very low
probability. This restricts the ability of
the EA for large search spaces as it is
unlikely to generate the required value
by chance.

• Parameter dependent loops. Loops
whose number of iterations depend upon
input variables are equivalent to
decisions with a single-value domain.
Here, the EA must generate input that
leads to the lowest or highest number of
iterations for the loop.

• Nesting and sequencing. Combinations
of all previous items.

A simple structural complexity measure

Determining the nesting/sequencing of a
program can be regarded as an
initial step towards a structural predictive
measure of ET performance. A number of
nesting measures exist but those based upon
a program’s  flowgraph are particularly
useful for ET; each node is assigned a
weighting that can be used to specify the
node complexity more accurately.  The
complexity may be defined as:
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where N is the number of nodes in the
flowgraph, n(i) is the weight of node i



(typically n(i) = 1) and L(i) is the nesting
level of node i. This captures the total
nesting/sequencing of a program. From the
measure BAND we derive the measure
Essential BAND (ESS-BAND) which only
considers the decision nodes in a flowgraph.
This measure defines the essential nesting
(or decision nesting/sequencing) of a
program. The measure is defined as
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where D is the number of decision nodes
(branches/loops) in the flowgraph.  This can
be regarded as a simple basic structural
measure which is sufficient to indicate the
ability of an EA to find input parameters for
a test object corresponding to full node
coverage (every node is visited at least
once).  However, it is not sufficient for a test
object containing parameter dependent loops
or single-value domains. For these test
objects, the weight n(i) in measures BAND
and ESS-BAND is set to n(i) = 2. The
performance of the search technique
dropped by about 20-50 % depending on the
nesting level on which the conditional was
inserted and depending on the size of the
search space. We believe that a factor of 2
for each of these critical nodes captures this
effect accurately enough.

Measurements and testing performance
results.

The genetic algorithm used in the
experiments for this work was developed by
the authors and is intentionally simple and
fixed. Although there exist specific
evolutionary operators for some test object
classes which improve the overall outcome,
this prohibits a comparison of the reaction of
the search technique on the different test
objects. The aim is to determine whether a
particular class of software is appropriate for
timing analysis using ET rather than to
optimise the genetic operators.  The
following genetic operators were used
throughout the experiments:

• Population size = 40 (keep forty best
individuals).

• Tournament selection, tournament size
= 4.

• Discrete recombination (uniform
crossover pc = 0.5).

• Low constant mutation rate (pm =
0.001).

• Rank Based Fitness.

• Random initialisation of the
chromosomes.

These values were kept constant during the
experiments. The testing terminated when
the fitness had not improved for 200
generations. For each module under
investigation, the path corresponding to the
WCET was determined by inspection.  The
fitness function for each test set generated
by the EA was the achieved percentage
coverage of the worst case execution path.
This was measured by instrumentation of the
source/object code. The condition for using
a test module in these experiments is that its
actual worst-case execution path can be
analysed/retrieved.  Even for many
moderately complex modules this is an
extremely difficult task and provides the
motivation for this work. The test objects are
three simple sorting algorithms, a few
modules taken from a graphical contour
plotting package and some taken from a
robot vision system (see table 1).

Table 2 displays the properties of the test
objects and their measures Essential BAND
(ESS-BAND) and the success rate of the
evolutionary search (last column in table 2).
The control flow path corresponding to the
WCET is known for the modules under
investigation and the last column is the
percentage of nodes covered during the
evolutionary testing process. It is not to be
confused with the measured WCET of the



test module compared to the actual
maximum execution time. This relation
depends upon the execution time
complexities between the decision nodes for
which no measure is defined yet.

The modules in table 2 are ordered
according to their ET-success rate measured
as the percentage of the worst case
execution time path covered.  They are
compared to the measured ESS-BAND. In
general, ESS-BAND is capable of indicating
the success of the evolutionary testing
process quite accurately for many cases. The
overall correlation of measure and ET
performance of the test objects is given in
figure 1 which can be used to predict the
evolutionary testing success rate for a new
module. However, a few cases occurred
during the experiments where the correlation
was poor. These are exceptions which must
be further investigated.  The module polex1
is a redesigned version of the original
module polex.  The original never executes
the longest path despite its low structural
complexity. It violates an important
principle of ’good software design’: low
coupling. The input vector of the original
module is 1080 bytes long with only 18
bytes actually accessed. This creates an
insurmountable difficulty for the
evolutionary search as the probability of the
EA changing one of the 18 bytes is slim.
Changing the design and reducing the size
of the input vector leads to the generation of
the worst-case execution path. This
corresponds to the low complexity of this
new module ESS-BAND= 2(table 2).

The poor performance of the search
technique for module dzz is caused
by a violation of the principle of high
cohesion. By investigating the
structure of this module, three unrelated
aspects of functionality were identified. A
new design of this original module resulted
in three new modules: dzz1, dzz2 and dzz3.
The new units could be implemented much
more simply (ESS-BAND= 6 and 10
compared to ESS-BAND= 65 for the original
unit) so that the performance of the search

technique increased dramatically for
modules dzz1= 100% and dzz3= 100%.
However, for the second module this drastic
improvement was not observed. This is due
to extremely narrow domains for two
decision nodes in the flowgraph. These two
nested decisions only evaluate to true for 30
out of 65536 values in order to follow the
longest execution path. This narrow domain
is not captured by the measured ESS-BAND.
It is easy to see for humans why the
outcome of this module is so poor but at this
stage it is not quite clear how to implement
an automatic tool which would capture this
type of complexity.

ET performs as expected for the three
sorting algorithms is, bs1 and bs2. Their
complexity ESS-BAND is only 6 but
repeated iterations have a filtering effect and
there is a high parameter interdependence.
Each value of a list for a sorting algorithm
must be in a defined relation to each other
value in the list. By increasing the size of the
input vector, the evolutionary search
becomes increasingly more difficult and the
overall performance decreases.

The size of the input domain and the
complexity of a test object are
inversely proportional. For increasing
structural complexity and decreasing size of
the input vector the outcome of evolutionary
testing stays constant for many cases.
Therefore, simple modules with huge input
vectors can be tested just as easily and
successfully as large and complex test
objects with moderately sized input vectors.
For the design of new modules it means that
keeping the input simple allows a larger and
more complex structure. ESS-BAND does
not currently measure this effect, but it
would be very useful to find a way to assess
this.
A similar topic is assessing the filtering
effect which is imposed on the system
through high input interdependence. This
effect could probably be measured by
looking at operations which are carried out
on the input vector between and in the
decision nodes. Although, it is not quite



clear at this stage how to define rules for this
assessment as it is a mentally demanding
process which is not easy to implement as an
algorithm for an automatic testing
environment.

Conclusion.

There is a strong correlation between the
complexity of software as measured by ESS-
BAND and the efficiency of ET.  There is
evidence that the performance of ET
deteriorates
• when the software module has been

designed with low cohesion and high
coupling;

• when node predicates depend on input
variables that are also changed in the
software, and

• when branches have only a small
probability of execution.

  Module name               Module Description
        bs1         Bubble Sort for list of four-byte integers.
        bs2         Bubble Sort for list of four-byte integers.
        is          Insertion Sort for list of four-byte integers.
        polex       Contour Plotting - noise filter.
        polex1      Contour Plotting - redesigned polex.
        delsing     Contour Plotting - noise filter.
        epd         Contour Plotting - extrapolation.
        dzz         Contour Plotting - noise filter.
        dzz1        Contour Plotting - redesigned dzz part 1.
        dzz2        Contour Plotting - redesigned dzz part 2.
        dzz3        Contour Plotting - redesigned dzz part 3.
        di          Robot Vision - difference of two picture frames.
        sobel       Robot Vision - edge detector.
        min         Robot Vision -  filter.
        median Robot Vision -  filter.

                   Table 1: Description of the test objects.



Module N D BAND ESS-BAND Search Space
(bytes)

ETsuccess
(%)

Polex1 13 1 15 2 18 100.0
Dzz1 6 4 14 6 1080 100.0
Dzz3 5 3 11 6 1080 100.0
sobel 9 2 16 3 1024 96.9
di 6 2 11 3 1024 95.9
Bs2 10 3 26 6 1024 95.9
is 9 3 21 6 1024 95.8
Bs1 7 3 19 6 1024 95.6
min 9 4 21 10 1024 87.2
polex 17 3 29 6 1080 80.0
median 15 4 39 10 1024 80.0
Dzz2 9 4 25 10 1080 5.0
delsing 6 4 23 19 1080 65.6
epd 9 6 42 27 1080 43.5
dzz 20 12 99 65 1080 1.0

Table 2: Properties of the test objects. N corresponds to the nodes in the flowgraph, D is the
number of decision nodes. ET-success is the performance of the search technique. It can be
interpreted as the ability to generate test data to cover the path which leads to the longest
execution time. A value of 100 % for ET-success means that we cover all the nodes on the control
flow path for the longest execution path for this module.

Figure 1: ESS-BAND complexity versus average ET performance for ten tests for the modules
polex1, dzz1,dzz3, sobel, diff, bs2, is, bs1, min, median, delsing and epd.
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The development of embedded systems is a crucial
area of responsibility in industrial practice. Many
embedded systems need to meet real-time
requirements. This adds a new dimension to the
testing of such systems – not only the logical
behavior, but also the temporal behavior of these
systems requires thorough testing. In comparison
with conventional software systems, the testing of
embedded systems is more complex due to several
specific technical characteristics such as the
development in host-target environments, the intense
interaction of the systems with the real application
environment, and the limited resources of the target
system. In order to facilitate systematic and largely
automated testing in defiance of the complexity of
real-time systems powerful testing tools are
required. Therefore, in this work  the testing system
TESSY has been extended in order to support the
total testing life-cycle of real-time tasks. New
components allow a thorough examination of the
logical as well as the temporal behavior of the tasks.
The logical behavior is tested by means of function-
oriented and structure-oriented testing methods; the
testing of temporal behavior is automated by
evolutionary testing.

TESSY [1] concentrates mainly on test case design,
test execution, monitoring, test evaluation, and test
documentation. TESSY automates all test activities
except the test case generation for examining logical
program behavior. In order to automate the test
execution, the required test drivers are generated,
communication between host and target system is
automatically built, the program code is
instrumented and coverage analysis is performed,
and the execution times on the target system are
measured. Regression testing is also entirely
automated by TESSY.

For the generation of functional test cases, TESSY
uses the classification-tree method [2]. TESSY
therefore, contains the classification-tree editor, CTE
[3]. Branch testing is supported by the structure-
oriented test method. It is possible to instrument the
program code to record the branches executed
during functional testing and to define the amount of
branch coverage obtained. On the basis of this
information, the functional test may be further
improved or expanded by structure-oriented test
cases. This test strategy guarantees an extensive test
of the logical program behavior. The test can be run

with or without instrumentation in order to exclude
side-effects from the instrumentation. The results
generated from the test object will then be
automatically compared with each other and
deviations documented in the generated test
documentation.

The most important property, however, is the
automation of testing temporal behavior by means of
evolutionary testing. Errors in the temporal behavior
of real-time systems usually result from a violation
of specified timing constraints. The tester’s task is to
find input situations that result in the maximum
execution times. If the execution times exceed the
specified constraints, an error has been detected. In
evolutionary testing the search for the longest
execution time is considered a discontinuous,
nonlinear optimization problem, with the input
domain of the test object as search space, sets of test
data as decision variables, and execution times as
objective values. In order to solve this optimization
problem, evolutionary algorithms are used to
approximate the longest execution times of a test
object within several generations. The application of
evolutionary algorithms for test data generation is
known as evolutionary testing. Previous works have
shown that evolutionary testing is superior to
random testing [4] and systematic testing [5] when it
comes to examining the temporal behavior of real-
time systems.

Logical and temporal behavior testing are combined
through seeding. Test data collected by the tester for
the functional test are integrated into the initial
population of the evolutionary test. This means that
the evolutionary test benefits from the tester’s
knowledge concerning the functions and internal
structures of the test object. The search does not
commence with a randomly generated population.

The first industrial application of TESSY with the
set of properties described in this paper was initiated
last year for testing an engine control system
containing more than 20 different tasks. All tasks
were tested for their logical program behavior with
the classification-tree method and complete branch
coverage for all the tasks was reached. Further, six
time-critical tasks have been tested for their
temporal behavior with evolutionary testing. To
avoid probe effects (deviations from actual run-time
behavior) instrumentation is turned off for the tasks.



The number of input parameters of these tasks varies
from 9 to 18 with a number of program lines set
between 39 and 119, the static program paths differ
from 1 to 37 million and the cyclomatic complexity
from 1 to 27. For each task evolutionary testing
generated between 7,500 and 15,000 sets of test
data. The target processor is the Siemens C167 with
1 Mbytes SRAM and with a speed of 20 MHz. The

testing of one single task took approximately 1 hour
and all tests were carried out on the target system
that has been designated for future use in cars. The
execution times were determined using hardware
timers of the target environment with a resolution of
400 ns. The results of the evolutionary tests
compared with the execution times determined by
the developers’ tests are shown in Table 1.

Longest execution time in µs Program paths Cyclomatic
task

Evolutionary test Developer test

Lines of
code

No. of
parameters Complexity

1 69,6 µs 67,2 µs 41 18 224 10

2 120,8 µs 108,4 µs 119 18 37.748.736 27

3 112,0 µs 108,4 µs 98 17 1 1

4 68,8 µs 64,0 µs 81 32 2 2

5 59,6 µs 57,6 µs 39 14 408 11

6 58,4 µs 54,0 µs 56 9 63.864 18

Table 1: Maximum execution times of engine control tasks determined by evolutionary testing and developers’ tests

These TESSY extensions described have proved to
be highly applicable in practice for testing an
engine control system. Both, the logical and the
temporal behavior have been thoroughly tested. The
deployment of the CTE methodology has been
approved and utilized by the developers in order to
generate systematic test cases that obtained 100%
branch coverage. All other test activities are fully
automatically executed on the target system,
specifically the testing of the temporal behavior.
For the 6 tasks testing the temporal behavior, longer
execution times were found with the evolutionary
test than with the developers’ tests. This proved to
be the case even though evolutionary testing treats
the software as black boxes, whereas developers are
familiar with the function and structure of the
software and achieve 100% branch coverage. An
explanation might be the use of system calls,
linkage, and compiler optimization whose effects
on temporal behavior can only be guessed with
difficulty by the developers. However, it should be
noted that the execution times determined did not
exceed the specified timing constraints for any of
the tasks. The intensive testing has certainly
strengthened the developers’ confidence in a correct
temporal behavior of the system. With an average
number of 7 regression tests for each task,
TESSY’s entirely automated execution of
regression testing has proved extremely useful.

Future work on testing real-time systems will focus
on how static analysis techniques could support
evolutionary testing, e.g. for search space reduction,
to find a selection of evolutionary algorithms for
test use, and to obtain information on internal states
of the test object that may influence its temporal
behavior. Further, the combination of evolutionary
testing methods with static analysis techniques for
the estimation of worst case execution times is
meant to facilitate a precise forecast of the actual
longest execution times of tasks [6]. Future plans,

include the expansion of TESSY for integration
testing and the examination of the suitability of
evolutionary testing for system testing.
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Abstract

We present a description of work in
progress that investigates the feasibility
of the automated production of test data
to both populate a database for load
testing and establishing the integrity of
the stored data. A prototype test data
generator has been produced that works
on a simple ACCESS 97 database. This
prototype performs the following basic
functions: -

• database table structure analysis
• setting field entry limits by parsing

validation rules
• valid & invalid test data generation
• error handling & recovery

Introduction

The aim of this work is to generate test
data automatically that checks

• the ability to store/retrieve,
update/delete records correctly

– query testing
• the variation in performance with

increased data and/or user numbers
– load testing
• the need to handle incorrect data (i.e.

not obeying data integrity
constraints)

– ‘correctness’ testing

Two of the functions that a fully
automated test data generator has to
provide are: -

• populate the database with valid data
for load/query testing

• produce invalid data to test the
constraints of the database by using
limits/boundary conditions values of
individual fields and referential
relationships.

Current commercial database test data
generators such as: -
– Test Byte 3
– Test Base
– DataTect

populate the database with random sets
of characters/numbers dependent on the
datatype of a given record field.  The
more sophisticated types allow users to
define explicitly intrinsic and/or external
data sets as sources for fields requiring
names, cities etc to provide relevant
entries and/or user definition of value
ranges, permitted/forbidden values. Thus,
as they require user input to set up field
restrictions and knowledge of database
structure, these fail to be fully automated.
In addition, they fail to attempt to test the
‘correctness’ of the database by including
the production and error handling of
invalid data. A user-accessible log of any
such errors produced will be of use in
ensuring the database design satisfies
user-requirements on individual field.

The prototype system developed works
with Microsoft ACCESS. The software
interrogates the database for its structure
using the ACCESS table definitions;
followed by parsing the Validation Rules
obtained for individual fields to identify
any present ranges, specified
valid/invalid entry values etc. These
values may then be stored and used in



data generation without the need for user
input.

These conditions are then used to
generate both valid records to populate
the tables and records containing invalid
values to test the validation of a given
field. On entry the error would be
‘trapped’ and sent to an error log file and
the entry program then needs to recover
and move to next record (e.g. by
replacing with a valid default entry or by
deleting the erroneous record).

Since the database considered is
comprised of a single table only, no
testing of referential constraints is
required, the prototype concentrates on
testing of user/general constraints.

Database ‘Correctness’
The following is a brief discussion of the
concepts involved in the ‘correctness’ of
databases. It is not intended to be fully
comprehensive or mathematically
rigorous.
‘Correctness’ is defined in the IEEE
Standard Glossary of Software
Engineering as freedom from faults,
meeting of specified requirements and
meeting user needs & expectations. [1]

In terms of databases this can be
expressed as how successfully the
database: -

1. models the real-life system –
database design schema

2. the data store represents permitted
‘real’ possibilities only – i.e. data
integrity

The former in relational databases is
carried out within the Conceptual
Schema Level, in which the system is
designed in terms of Entities and their
Relationships (i.e. in the E-R models
etc.) [2].

The second is determined by ensuring
data integrity constraints are handled.
This can be done at either Internal or
External Schema Levels, that is with the
implementation of the database design
itself (Internal) or as part of the
application utilising the database
(External) [2].

For the purposes of test data generation
we will assume that the former method is
used (Internal Schema Level) and the
data integrity constraints are integral to
the database implementation. This is
likely to be the case since it is the safer
method for ensuring data integrity [2].

Within Relational databases the data
integrity constraints can be divided into
three types: -

1. Key/Entity, to ensure that all records
in a table are identified by a unique
identifying attribute and there are no
duplicates or null values.

2. Referential, if a record contains a
foreign key field. The foreign key
value must be a member of the set of
values contained in the primary key
field of the ‘parent’ entity or be null.

3. User/General and so relate to the data
of a given field. They may be set to
model the limits of the real-life
condition the user needs to store
information about.

[2]

From the above it can be seen that the
automated ‘correctness’ testing suggested
for the proposed data generator will
relate to the data integrity constraints.
However information on the database
structure could be deduced from any
error-log, providing an additional
opportunity to check original design
analysis.

In addition, for the limited scope of the
current prototype (single isolated table),



it can be seen that the concentration is on
the User/General constraints that are
defined in the ACCESS Validation Rules
since referential constraints are
irrelevant.

Much of the current research in the area
of database constraint testing is directed
towards the problems of distributed
databases [3,4 & 5]. In such databases,
where data is stored across several
individual dissimilar databases, it is
necessary to reconcile several possibly
heterogeneous components into a single
whole. This involves the problems of: -

• generating a single global design
schema from the constituent local
schema

• combining multiple sets of integrity
constraints into a single global set for
application across the distributed
system.

In terms of stand-alone databases, much
of the current research is directed toward
development of methodologies to draw
up complete test-plans for testing
database integrity [6]. That research
forms a basis for the preparation of test
data by independent means. However,
the further step of including test data
production itself is not considered.

Method

The separate processes carried out by the
current prototype are listed below: -

1. interrogate the table definition to get
its structure

2. store the structure
3. parse the validation rules for

individual fields  to produce field
constraint data

4. use the results of  the parsing to
generate data to that will populate the
database with a combination of valid
and invalid records

5. store the generated test data in a text
file

6. read the test data from the text file
into the database

7. catch any error generated and write it
to an error log and recover from the
error

Results
The prototype was developed and tested
with a simple table, ‘Customers’,
comprised of 6 fields of representative
data types (numeric, text, and date). In
addition, the validation rules were
written to contain the most commonly
expected types of restriction on fields
(upper/lower limits, permitted/non-
permitted values, lists and entry
patterns).

The Customer Table structure is outlined
below: -

Field Name Type Default
FirstName Text John
LastName Text Doe
Credit Currency £100
Gender Text M
IDNo Text ZZZZ000ZZ
DoB Date Today’s date

The validation rules on the fields were as
follows: -

Field Name Validation Rule
FirstName >”A”
LastName >=”A” AND <=”N”
Credit <=5000 AND >=0 AND <>1000
Gender Can be like “M” or “F” but not

like “X”, “Y” or “Z”
IDNo Can be like ZZ??###?
Dob Between 31/12/1949 and 1/1/2000

The Parsing of the Validation Rules
resulted in the following output: -

Field No  0

Field Name FirstName



Data Type No.  10

Validation Rule:[FirstName]>"A"

Rule Token # 0              [FirstName]

Rule Token # 1              >

Rule Token # 2              "A"

Range - Low   A

Range - High

OK Values

Non Values

Value Pattern

******************

Field No  1

Field Name LastName

Data Type No.  10

Validation Rule:[LastName]>="A" And <="N"

Rule Token # 0              [LastName]

Rule Token # 1              >=

Rule Token # 2              "A"

Rule Token # 3              And

Rule Token # 4              <=

Rule Token # 5              "N"

Range - Low   A

Range - High  N

OK Values     A             N

Non Values

Value Pattern

******************

Field No  2

Field Name Credit

Data Type No.  5

Validation Rule:[credit]<=5000 And [credit]>=0

And <>1000

Rule Token # 0              [credit]

Rule Token # 1              <=

Rule Token # 2              5000

Rule Token # 3              And

Rule Token # 4              [credit]

Rule Token # 5              >=

Rule Token # 6              0

Rule Token # 7              And

Rule Token # 8              <>

Rule Token # 9              1000

Range - Low   0

Range - High  5000

OK Values     5000          0

Non Values    1000

Value Pattern

******************

Field No  3

Field Name Gender

Data Type No.  10

Validation Rule:Like "[MF]" And Like "[!XYZ]"

Rule Token # 0              Like

Rule Token # 1              "[MF]"

Rule Token # 2              And

Rule Token # 3              Like

Rule Token # 4              "[!XYZ]"

Range - Low

Range - High

OK Values     M             F

Non Values    X             Y             Z

Value Pattern

******************

Field No  4

Field Name IDNo

Data Type No.  10

Validation Rule:Like "ZZ??###?"

Rule Token # 0              Like

Rule Token # 1              "ZZ??###?"

Range - Low

Range - High

OK Values

Non Values

Value Pattern ZZ??###?

******************

Field No  5

Field Name DoB

Data Type No.  8

Validation Rule:>#12/31/49# And <#1/1/2000#

Rule Token # 0              >

Rule Token # 1              #12/31/49#

Rule Token # 2              And

Rule Token # 3              <

Rule Token # 4              #1/1/2000#

Range - Low   12/31/49

Range - High  1/1/2000

OK Values

Non Values

Value Pattern

******************

Examples of the valid data generated are:
-

Nphhuat

Bkwujzw

 460.698

M

ZZZM210K

18/02/68



Lalx

Abx

 376.3512

M

ZZAP826Z

04/07/94

Examples of the invalid data generated
are: -

A
Byr
 1710.5961
F
ZZAK460S
27/01/64
Xuva
N*
 1930.2896
F
ZZQG986A
30/03/92
Cteqkb
Jhmqtzy
-1
F
ZZUT699J
01/03/89

The valid and invalid data files were then
merged into a single test data file. This
file was then used as input to the
database. A portion of the resulting error
log file is given below: -

 Table:        Customers
Trapped Error # 3317
Error Description:-
One or more values are prohibited by the validation rule '|2'
set for '|1'.  Enter a value that the expression for this field can
accept.
Record Number # 1
Field #        0            Name : FirstName
Invalid Entry : A
*****************
Table:        Customers
Trapped Error # 3317
Error Description:-
One or more values are prohibited by the validation rule '|2'
set for '|1'.  Enter a value that the expression for this field can
accept.
Record Number # 3
Field #        1            Name : LastName
Invalid Entry : N*
*****************
Table:        Customers
Trapped Error # 3317
Error Description:-

One or more values are prohibited by the validation rule '|2'
set for '|1'.  Enter a value that the expression for this field can
accept.
Record Number # 4
Field #        2            Name : Credit
Invalid Entry : -1
*****************

Restrictions/Limitations of Current
Prototype

- It works on single isolated tables
- The validation rule condition is

restricted to a value from its own
field only

- Referential integrity is not checked as
there are no foreign keys

- The available field data types are
restricted to Numeric, Text & Date

- Only a single range of permitted
values is allowed per field

- Only a single pattern format is
allowed per field (e.g. ??## #?? For a
Post Code)

- When an invalid data item is
encountered when entering record, it
is replaced with the default value in
Table Definition – note problem if
unique i.e. primary key.

Conclusion

The current prototype demonstrates the
feasibility of developing a fully
automated test data generator for
databases. It indicates that the basic
operations of such an application
(interrogation of database structure,
parsing of validation rules etc.) are
possible. This is shown by using a simple
ACCESS 97 database consisting of a
single table. Also it shows that the testing
of the data integrity constraints defined
in a database schema may be included in
an automated data generation/table
populating process.



As far as we know, both of the above
functions are beyond the capabilities of
currently available commercial data
generators. This indicates that proposed
full automation of data population and
the inclusion of a degree of testing will
reduce user input.

The areas for future development are as
follows: -
- Include ‘linked’ tables to represent E-

R design for a database to handle
referential data constraints.

- Additional functionality – extra data
types, use of defined data sets for
types of field names e.g. names,
towns etc.

- Make stand-alone – the present
prototype is directly attached to the
database in use.

- Automate the comparison between
the predicted error log and the actual
error log.
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ABSTRACT
The verification and validation of software through
dynamic testing is an area of software engineering where
progress towards automation has been slow. In particular
the automatic design and generation of test data remains, by
in large, a manual activity. This is despite the high
promises that the symbolic execution technique engendered
when it was first proposed as a method for automatic test
data generation.

In this work, we propose, and implement, a new approach
based on constraint logic programming for the automatic
generation of test data using symbolic execution.

After reviewing the symbolic execution technique, we
present our approach for the resolution of the technical
difficulties that have so far prevented symbolic execution
from reaching its full potential. We then describe ATGen,
our automatic test data generator, which is based on
symbolic execution and uses constraint logic programming.

Keywords
Software Testing, Automatic Test Data Generation,
Symbolic Execution, Constraint Logic Programming

1 INTRODUCTION
Developing software that is correct and behaves as
expected is difficult. It is, at best, time consuming and
expensive. To address these problems we propose a general
approach using constraint logic programming and a tool for
automating the design and generation of test data for
software verification and validation.

Software verification involves checking that the software
respects its specification. Software verification techniques
include software inspections, formal proving of program
correctness, static analysis of programs and testing.

Software validation involves checking that the software as
implemented meets the expectations of the customer. It
includes software reviews and acceptance testing where the
software is exercised using tests provided by the customer.
The customer may also want the software to be tested for
particular circumstances for which tests have yet to be
devised.

While we focus on testing for software verification and
validation, we recognize that other techniques may be
complementary in this area (in particular software
inspections).

The testing phase can be supported by automatic tools.
Three main categories of automation can be distinguished
[34, 2]:

• Automation of administrative tasks, e.g. recording of
test specifications and outcomes (useful for regression
testing), test reports generation;

• Automation of mechanical tasks, e.g. the running and
monitoring (for testing coverage analysis purposes) of
the software under test within a given environment,
capture/replay facilities allowing the automation of
test suites execution;

• Automation of test generation tasks, i.e. the selection
and the actual generation of test inputs;

While the first two areas are being well served by
commercial tools—to a point that the expression
‘automatic testing’ is often used as a synonym for
automation of the tests execution only—the actual
generation of test inputs is mostly still performed manually
(with the exception of random testing).

It is in fact still the case that the automatic selection and
generation of test inputs remains a challenge for tool
developers [34].

This manual generation of test inputs implies that rigorous
testing is laborious, time consuming, and costly. It also
implies that rigorous testing is not actually widely applied.

The symbolic execution∗ technique, as proposed by King
[27] more than 20 years ago, has the potential to help with
the automation of the selection and generation of test inputs
for a variety of problems. However, this potential has so far
never been fully realized due to many technical problems
[12].

                                                          
∗  symbolic execution is also called symbolic evaluation



For completeness we acknowledge that new test data
generation techniques with as wide a range of applications
as symbolic execution have been investigated, e.g. [18, 39].
Other techniques, with a smaller focus, have also been
proposed e.g. [30, 14].

It is our contention that our work places the automatic
generation of test inputs for a variety of applications, as
provided through symbolic execution, firmly in our grasp
as demonstrated by our tool, ATGen.

After presenting the symbolic execution technique and its
many potential applications, we review the traditional
technical problems attached to it. We then give an overview
of previous work in this area.

Our general approach for the resolution of the technical
difficulties associated with symbolic execution is presented
next. This general approach has been applied to a non-
trivial test generation problem resulting in ATGen, our tool,
which is presented and discussed before concluding.

2 SYMBOLIC EXECUTION
The symbolic execution of computer programs is an
automatic static analysis technique that allows the
derivation of symbolic expressions encapsulating the entire
semantics of programs. It was first introduced by King [27]
to help with the automatic generation of test data for
dynamic software verification. As we shall see, verification
is not the only important area where symbolic execution
can be used.

The Symbolic Execution Technique
Symbolic execution extracts information from the source
code of programs by abstracting inputs and sub-program
parameters as symbols rather than by using actual values as
during actual program execution. For example, consider the
following Ada procedure that implements the exchange of
two integer variables:

procedure Swap(X, Y : in out integer)
is
  T : integer;
begin
  T := X;
  X := Y;
  Y := T;
end Swap;

After actual execution of, say, Swap(5, 10) , X will be
equal to 10  and Y will be equal to 5, i.e. the values of X
and Y have been swapped. Actual execution provides a
snapshot of the semantics of the source code.

Using symbolic execution captures exactly and entirely the
semantics of the source code. This is performed by
associating the assigned variables with a symbolic
expression made up of input variables only. Here, we
denote symbolic expressions by delimiting them using
single quotation marks. In our example therefore, T is first

assigned to 'X' , X is then assigned to 'Y'  and finally, Y is
assigned to the symbolic expression'X' .

Most programs are not simple sequential composition of
assignments. In particular, the presence of a conditional
statement, such as an if …then …else …, splits the
execution of programs into different paths. In general
therefore, symbolic execution records for each potential
execution path, a traversal condition. This path traversal
condition is the logical conjunction of the Boolean
conditions encountered by the path. This condition must be
satisfiable for the path to be feasible. Infeasible paths (i.e.
paths which cannot be traversed because no input data
exists which satisfies its path traversal condition) are not
uncommon and cannot be ignored.

Consider the example below where Max is a global integer
variable.

procedure Order(X, Y : in out integer)
is
begin
  if X > Y then
    Max := X;
  else
    Swap(X, Y);
    Max := X;
  end if;
end Order;

Symbolically executing the procedure Order  we obtain
two paths:

1. Path Traversal Condition: 'X > Y'
Path Actions: Max = 'X'

2. Path Traversal Condition: 'Not(X > Y)'
Path Actions: Max = 'Y'

X = 'Y'
Y = 'X'

A more advanced example is provided later. We do not
review here, for lack of space, techniques for the actual
implementation of symbolic execution. Rather the reader is
referred to a comprehensive survey of implementation
techniques [6]. As we shall see, the difficulties do not so
much lie with the implementation of the symbolic
execution technique per se but more with the exploitation
of its potential.

Exploitation of Symbolic Execution
The verification and validation of software are the main
areas of applications for symbolic execution.

For completeness, we also mention that symbolic execution
can help with the following:

• software debugging, re-engineering and
comprehension [6] (e.g. by providing condensed
information about program paths);



• software optimization, simplification and
specialization [8, 28, 6] (e.g. by helping to identify
loop invariants which can be moved out of iterative
constructs, or by identifying unnecessary automatically
inserted exception handling code [33]);

• applications to formal specifications can also be found
[32, 29, 1];

Software Verification
We can distinguish four areas of interest:

• Automatic Test Data Generation for Coverage Testing

This is the first powerful usage of symbolic execution
historically identified [27]. It can be extended to include
data flow testing [5, 16].

Testing coverage criteria such as statement or decision
coverage [5] have as their objective the execution of all
statements or all decision outcomes, respectively, of the
program under test. A symbolic executor can generate the
path traversal condition of paths selected to achieve
complete coverage. The path traversal conditions can then
be sampled to obtain a set of test inputs which, by
construction, achieves 100% (excluding unreachable code
of course) coverage for the chosen testing criterion.

This application of symbolic execution requires the
implementation of a path selection strategy, the ability to
detect infeasible paths and the ability to sample satisfiable
path traversal conditions to generate test inputs.

This capability would save a lot of manual effort as well as,
typically, increase the level of overall coverage achieved.

• Automatic Test Data Generation for Path Domain
Testing

Using coverage testing, a particular execution path is only
tested once using a single test. It is often necessary
however, to generate several tests for a single path in order
to detect coincidental correctness [2, 12] or exercise the
path using ‘extreme’ values (as in boundary analysis [2]).

This can be achieved through analysis of the path actions
(e.g. to detect the use of the remainder operator ‘rem’ and
generate a constraint to distinguish its usage from the
modulo operator ‘mod’) or of the definition domain of
variables and by adding constraints to the path traversal
condition to force the generation of particular values.

This application requires the additional ability to generate
constraints depending on the context of execution.

This extra testing has the potential to greatly increase the
likelihood that errors will be detected in the program under
test.

• Automatic Test Data Generation for Run-Time Errors
Testing

Run-time errors occur when something unexpected occurs
during the execution of a program (e.g. division by zero,
access outside array bounds, variable overflow). They have
the potential to crash the operating system.

There are two ways of dealing appropriately with run-time
errors:

� Proving that the program is run-time error free;

� Inserting exception handling code to handle run-
time errors;

The first approach is sometimes applied to safety critical
software where it is acknowledged that preventing run-time
errors is better than controlling their effects [1]. This
approach falls within the remit of software proving.

Testing software that uses exception handling requires the
generation of test inputs which will trigger the run-time
error concerned. This can be achieved through specific path
traversal conditions generation (e.g. to ensure that the
denominator in a division takes zero for value) and
sampling for test inputs generation.

To achieve this, the functional requirements for a testing
tool are similar to the path domain testing application
discussed previously.

Generating test inputs to trigger run-time errors is, of
course, also necessary for programs that do not deal with
run-time errors appropriately.

• Helping with  Software Proving

Software proving is concerned with formal software
verification. Symbolic execution is usually used to generate
proof requirements involving a formal specification of the
program under consideration [22]. Use of assertions for
proving interesting properties of the software under
consideration is also possible [1]. The proof requirements
are then proved, or refuted, independently using a theorem
prover. Theorem provers typically require human
interventions. The same approach can be used to prove the
absence of run-time errors [1].

This is the traditional role of symbolic execution during
program proving.

Another angle is to attempt the generation of a test input
negating the proof requirement [39]: if a test can be
generated the proof need not be undertaken as it is bound to
fail. Detecting instantly, at a low cost, that a proof will fail
is attractive: commonly, many of the proof requirements
attempted are unprovable and time-consuming to deal with.

This is applicable to proving that a program is run-time
error free, as the first step should be to try to generate
automatically a test triggering a run-time error.

Software Validation
Most of what we have discussed so far, under the software



verification heading, is applicable to software validation
except that the tests generation requests would originate
from the customer. The specific requirements of software
validation however are often overlooked.

For example, it would be attractive to generate tests on a
per scenario basis as proposed by the customer. Being able
to answer reliably and quickly questions such as ‘what
happens if such and such variables have such and such
values and this loop is taken 14 times?’ would be attractive.
The customer may also wish to execute the software under
consideration for everyday circumstances (e.g. avoiding
extreme values) or in special operational modes (e.g.
landing mode in a fly-by-wire software).

While the ability to generate and sample path traversal
conditions would be required as before, a new requirement
of our testing tool would also be necessary in our view. The
obvious way of dealing with such test generation requests
using symbolic execution would be through the judicious
placing of assertions in the program source code. However,
this is cumbersome for large programs. In our view, a
higher level of usability, through the development of
dedicated Graphical User Interfaces, is necessary to unlock
the potential of test data generators for software validation
purposes.

Traditional Difficulties with Symbolic Execution
Here we review the problems associated with symbolic
execution in general. We can distinguish two distinct types
of difficulties:

• Technical difficulties with the symbolic execution
technique per se;

• Practical difficulties with the exploitation of the
symbolic execution results;

Technical Problems
We can list in this category some features of programming
languages that are challenging to deal with.

For example, array references can be problematic where the
index is a not a constant but a variable—as is typically the
case—as the particular array element referred to is then
unknown. Symbolic execution can be performed in these
cases with the generation of ambiguous array references in
path traversal conditions [12]. The problem then is to
decide the satisfiability of the conditions generated.

Loops are also difficult to deal with appropriately. Bounded
loops can of course be unfolded as they do not create any
new path in the program. Loops which are input variable
dependent however, can be executed any number of times.
Hence, there is the dilemma of the number of times the
body of the loop should be traversed. Typically, symbolic
executors generate path traversal conditions with loops
executing zero, once or several times. This problem
however should be dealt with according to the testing
criteria under consideration and the feasibility or not of the

current path.

Procedure and function calls can be handled by in-lining
the sub-program code each time it is encountered or
symbolically executing it once and using the results at each
invocation [12].

Other characteristics of structured programming languages,
which are difficult to deal with using symbolic execution,
are dynamic memory allocation, pointers (especially
pointer arithmetic as is allowed in the C programming
language) and recursion.

Many of the technical problems faced by symbolic
executors have been discussed by Coward in [12] and by
Clarke and Richardson in [6].

It is our view that, although the generation of symbolic
expressions along a given path in a program is not without
technical difficulties, most of the restrictions usually
imposed by symbolic executors on the source language that
can be handled originate from the limitations of the
techniques used for path feasibility analysis and test data
generation [26] (i.e. practical problems associated with the
exploitation of the results of the symbolic execution phase).

Practical Problems
Most symbolic executors simply generate all the syntactic
paths in a program [1] (with special considerations for
loops). It has been remarked by Coward in his review of
symbolic execution systems [11], that this way of
proceeding, besides wasting a lot of effort (because it is a
purely syntactic process where feasibility of the
intermediate paths is not checked during generation), may
not be practical since a program may contain more paths
that can reasonably be handled. Better, would be to
integrate a path selection strategy within the symbolic
executor to generate as few conditions as is necessary to
achieve a particular testing criterion.

Further, and as we have seen, to exploit fully the potential
of the symbolic execution technique it is necessary to be
able to check the feasibility of the path traversal conditions
generated and, for testing purposes at least, to be able to
generate actual test data for feasible paths. Unfortunately,
and as highlighted in the next section, the complexity of the
path traversal conditions generated have, to date, proved
too high to be tackled efficiently and automatically.

In our view, it is that fundamental problem that has
hindered the wider use, and further development, of
verification and validation tools based on symbolic
execution rather than the perceived technical problems
traditionally associated with the symbolic execution
technique per se.

Related Work
Early research tackled the path feasibility problem using
linear programming routines and rule-based checks [12, 11,
36, 7].



The problem with this approach is the inflexibility of the
resulting tools. It may work well for conjunctions of linear
conditions over integers, but separate techniques need to be
used for, say, non-linear conditions over floating point
numbers.

Furthermore, path traversal conditions typically are logical
expressions over a mix of Boolean, integer, floating point
number and enumeration variables organized in arrays and
records: these cannot be solved using a single resolution
strategy. At best, a lot of preprocessing needs to be
performed before submitting subsets of a condition to a
particular constraint resolution technique.

Syntactic simplification rules, while of value towards the
representation of traversal conditions in a simplified form
[1], are unlikely to detect many infeasible paths as such.

Using a theorem prover, as illustrated in [26, 19], may
allow the handling of arrays where the index is not a
constant. However, while using axiomatic rules for proving
that a particular set of symbolic expressions over arrays is
unsatisfiable may be suitable, it cannot be applied to linear
expressions over, say, integers. Also, on their own, theorem
proving tools are not suited for generating test data
satisfying a particular path traversal condition.

So, while many separate techniques have been employed in
previous attempts at determining path feasibility, the sheer
complexity of most path traversal conditions has meant
that, in practice, the underlying language on which
symbolic execution is applied must be simplified and that
the complexity of the path traversal conditions must be low
for the approach to succeed (e.g. linear expressions over
either integer or floating point variables but not mixed
conditions where floating point and integer variables are
used).

Therefore, the source language typically handled by testing
tools based on symbolic execution is a small subset of its
original [12] and no test data generation facility is
provided: the tool only performs path feasibility analysis on
all the syntactic paths [19].

3 OUR APPROACH
Our underlying approach centers on the tighter integration
of the different sub-systems making up a test data generator
based on symbolic execution, by using a constraint logic
programming language. We have two overiding concerns:
reducing the amount of wasted effort during generation of
the symbolic expressions and enlarging the typical
programming language subset that can be efficiently
tackled by symbolic execution. Coincidentally, we are, in
effect, taking further the general ideas presented by Hamlet
in [21] for the rapid implementation of general testing
tools.

Closer Integration
To avoid the generation of many paths with unsatisfiable

path traversal conditions, and of paths which are not
required for the fulfillment of the testing criteria under
consideration, it is necessary to integrate the following,
traditionally separate, elements of a test data generator:

• Symbolic executor;

• Path selector;

• Path feasibility analyzer;

Doing so would make it possible to check, during their
symbolic execution, the feasibility of required paths only.
Thus, we would avoid the heavy overhead engendered by
the generation of unnecessary or infeasible paths.

While this approach is not a new proposal [12], its
successful implementation has, to date, been elusive.

Additionally, we must also provide the means for the
automatic sampling of satisfiable path traversal conditions
so as to generate actual test data for the, known feasible,
selected paths.

Constraint logic programming is the paradigm that has
allowed us to realize these aspirations.

Use of Constraint Logic Programming
As we have seen, we want to check the satisfiability of
algebraic expressions. I.e. given an algebraic expression,
along with the variables involved and their respective
domains, we must show that there exists an instantiation of
the variables which reduces the expression to true. In
effect, an algebraic expression constrains its variables to a
particular set of values from their respective domains. If
any of the sets are empty, the assertion is reduced to false
and is said to be unsatisfiable. Thus, an algebraic
expression is a system of constraints over its variables.

Hence, we have a Constraint Satisfaction Problem (CSP):
we want to search the variable domains for solutions to a
fixed finite set of constraints.

Constraint Satisfaction Problems (CSPs)
CSPs (see [17] for an informal introduction) are in general
NP complete and a simple ‘generate and test’ strategy,
where a solution candidate is first generated then tested
against the system of constraints for consistency, is not
feasible. Constraint satisfaction problems have long been
researched in artificial intelligence and many heuristics for
efficient search techniques have been found. For example,
linear rational constraints can be solved using the well-
known simplex method [13].

To implement the kind of solver we require, e.g. able to
work with non-linear constraints over floating point
numbers and integers, we could implement these heuristics
by writing a specialized program in a procedural language
(such as C, or using an existing solving routines library).
Nevertheless, although the heuristics are readily available,
this approach would still require a substantial amount of



effort and the resulting program would be hard to maintain,
modify and extend. Ideally, we would like to concentrate
on the ‘what’ rather than the ‘how’, i.e. we are more
interested in the problem of combining the heuristics rather
than in implementing the internal mechanism of each
individual heuristic search technique.

The advantages of logic programming, mainly under the
form of the Prolog programming language [4], over
procedural programming have long been recognized [21]:
the ‘what’ and the ‘how’ are more easily separated since
Prolog is based on first order predicate logic and has an in-
built resolution computation mechanism. However,
Prolog's relatively poor efficiency when compared to
procedural languages has hindered its general acceptance.

For CSPs, however, Prolog is still the language of choice.
Searches are facilitated by its in-built depth-first search
procedure and its backtracking facilities. However, even in
this area Prolog suffers from a general lack of facilities to
express complex relationships between objects (terms): the
semantics of objects has to be explicitly coded into a term.
This is the cause of the perceived poor mathematical
handling capabilities of Prolog when compared with its
other facilities: only instantiated mathematics can be dealt
with readily. Further, the basic in-built depth-first strategy
tends to lead to a ‘generate and test’ approach to most
problems: specialized heuristics must be implemented to
prune the search space.

Constraint Logic Programming
Constraint Logic Programming (CLP), as introduced by
Jaffar and Lassez [25], reviewed by Colmerauer [10] and
discussed in [9], alleviates these shortfalls by providing
richer data structures on which constraints can be expressed
and by using constraint resolution mechanisms (also known
as decision procedures) to reduce the search space. When
the decision procedure is incomplete—e.g. for non-linear
arithmetic constraints—the problematic constraints are
suspended, we also say delayed, until they become linear.
Non-linear arithmetic constraints can become linear
whenever a variable becomes instantiated (or bound). This
can happen when other constraints are added to the system
of constraints already considered or during labeling.

The labeling mechanisms further constrain the system of
constraints according to some strategy. It can be viewed as
a process to make assumptions about the system of
constraints under consideration. It is a very powerful
mechanism and it is used to awaken delayed constraints or
to generate a solution to an already known satisfiable
system of constraints.

To deal with non-linear problems, the labeling strategies
used are critical to the overall efficiency of the solver. A
discussion of constraint satisfaction using CLP can be
found in [24].

We now give an example of constraint resolution involving

integers.

In Prolog the equality:

X*X + Y = 10

results in failure, since in Prolog equality only holds
between syntactically identical terms and X is just a
variable of no particular type. Using a CLP language
however, it is possible to code the semantics of X and Y as
being integer-like and constrain them such that X*X + Y
= 10  holds. The constraint resolution mechanism will
detect the constraint as non-linear and reduce it as follows:

X = X, Y = Y
X*X + Y = 10 is delayed

I.e. the system of constraints is satisfiable (subject to
consideration of the delayed constraints) and a simplified
version is internally held. A labeling strategy must impose
further constraints on either X or Y for the satisfiability of
the system of constraints to be confirmed.

During labeling, a not so efficient strategy would select Y
to be sampled first. The sampling strategy would then
instantiate Y with, say, 2 thus awaking and simplifying the
delayed constraint to X*X = 8 . This constraint would
have to be delayed. The labeling strategy now attempts to
instantiate X repeatedly without success (because failure in
this case actually occurs on the entire definition domain of
X) which induces backtracking in the traditional, logic
programming, manner. Eventually Y is instantiated to
another value, say 1, thus reducing the constraint store to:

X = X, Y = 1
X*X = 9 is delayed

The labeling mechanism now attempts to awake the
delayed constraint: this can only be achieved through
instantiating X. Eventually X will be instantiated with -3  or
3 and the system of constraints will be declared satisfiable
and the sample, say, X = 3 , Y = 1  will also be available.
To succeed, this labeling strategy has generated thousands
(if the initial domain of the variables is of that order) of
futile assumptions.

A more efficient labeling strategy would recognize that X is
the variable on which the linearity of the delayed constraint
depends and attempt to constrain it first. Any value in the
domain of X will make the delayed constraint linear thus
allowing the constraint resolution mechanism of the
underlying solver to detect satisfiability directly. E.g. X =
-5  will awaken the delayed constraint and the solver would
directly yield:

X = -5, Y = -15

This latest labeling strategy is adequate as only one
assumption is made to yield a positive outcome.



It is this general approach that we have customized to be
applicable to path traversal conditions as generated during
symbolic execution.

CLP languages are ideal for our purpose as their in-built
resolution mechanism removes most of the needed
development effort and still offer the flexibility of logic
programming. In fact, they allow the rapid development of
efficient, dedicated, constraints solvers.

4 ATGen: AN AUTOMATIC TEST DATA
GENERATOR

ATGen is our prototype testing tool implemented using the
underlying approach outlined in the previous section.

The particular constraint logic programming environment
used to implement ATGen is ECLiPSe [15]. ECLiPSe is a
Prolog based system that serves as a platform for
integrating various logic programming extensions, in
particular CLP. ECLiPSe is distributed with many valuable
libraries implementing various constraint solvers (over
integers, rational numbers, sets etc.). Other similar
environments may well be as equally suited.

Current Area of Application
While it should be clear that our approach is general
enough to be applied to many structured programming
languages for a variety of purposes we have chosen the
initial area of application to be as compelling as possible.

Hence, the current area of application of ATGen is the
automatic generation of test data to achieve 100% decision
coverage of SPARK Ada programs.

Decision Testing
In decision testing [5, 2] the aim is to test all decision
outcomes in the program. Typical decisions are Boolean
expressions controlling the flow of execution in the
program such as in conditional constructs and loops.
Discounting infeasible decision outcomes [5] we aim to
generate a test data suite achieving 100% decision
coverage.

Note that the current implementation of our path selection
strategy is not aimed towards producing the smallest test
set possible but towards the fastest generation of a set of
tests achieving coverage. Thus, some redundant paths may
well be generated.

SPARK Ada
SPARK Ada [1] is a subset of the Ada programming
language designed in particular for the development of high
integrity software. It is the most popular Ada subset for
safety critical software.

Briefly, the following Ada features are excluded from
SPARK Ada: concurrency, dynamic memory allocations,
pointers, recursion, and interrupts. The reader is referred to
Barnes [1] for a complete definition of SPARK Ada.

Formally SPARK Ada is not just a subset of Ada, as it also

requires additional annotations to give extra information
about the program. This extra information can then be
handled by SPARK analysis Tools (such as the SPARK
Examiner [1]) to perform various static program analysis
tasks (such as data flow analysis [1]).

We however discard any SPARK annotations and only
consider the Ada constructs for our test data generation
purposes (ATGen however could easily be adapted to
handle FDL—Functional Description Language—
constructs making up the outputs of the SPARK analysis
tools [1]).

ATGen handles the entire SPARK Ada subset including
Boolean, integer, floating point (represented using infinite
precision rational numbers), enumeration types, records,
multi-dimensional arrays, all loop constructs, functions and
procedures calls. Further, there are no technical reasons
why we may not extend the Ada subset currently handled
by ATGen beyond SPARK.

Overall Structure
ATGen is composed of a pre-parser written in C and of
roughly 4200 lines of commented Prolog code divided in
seven modules.

The pre-parser transforms∗ the SPARK code into a list of
Prolog facts. This transformation is purely syntactical (e.g.
the first letter of variables is put into upper case, labels for
conditions are automatically generated). For interest, we
give below the parsed version of the second loop of
quotient,  our next example.

while(cond(C2, T <> D), stmts([
  assign(Q, Q * 2),
  assign(T, T / 2),
  if(cond(C3, T <= R), then(stmts([
    assign(R, R - T),
    assign(Q, Q + 1)
  ])),
  elsifs([]), else(stmts([])))
]))

This intermediate representation of the SPARK source code
is compiled into ATGen as an ordinary Prolog program.

The symbolic execution of the program under consideration
is directed according to the testing coverage criteria chosen
and the feasibility analysis of the current subpath:
infeasible or redundant subpaths are immediately
abandoned and the system backtracks in an ordinary Prolog
manner. The path traversal condition of suitable paths is
sampled to generate test data. This entire process is
repeated, through backtracking, until the testing coverage

                                                          
∗ this transformation is still partially performed manually,
but a parser is nearing completion using a YACC-like
parser generator.



criteria is fulfilled.

Below we give a rough estimate of where the development
effort was spent.

• 30% solving activities. Mostly concerned with
customization and extension of the solving capabilities
provided with ECLiPSe;

• 30% symbolic execution per se. Dealing with sub-
program calls, iterative and conditional constructs,
assignments;

• 20% source language features manipulation. Mainly
concerned with the data structures of the source
language (arrays, record, enumeration types);

• 10% labeling. Implementing overall and data type
specific labeling strategies;

• 5% path selection strategy implementation;

• 5% test report generation. In particular printing of
arrays, output domains;

The reader can infer from the above what effort would be
involved in extending ATGen (for another language, a new
coverage measure, improved labeling strategies etc.)

Characteristics and Limitations
We list below some interesting aspects of ATGen.

• The tests generated for coverage testing are designed
not to generate run-time errors (including avoiding
internal overflow of expressions);

• Using ATGen, actual test execution becomes
unnecessary since the actual test output is provided
along side the test inputs. However, it may still be
necessary, to comply with the independent verification
requirement of safety critical systems for example, to
actually execute the test generated;

• Annotation of the SPARK source code is not needed;

• ATGen can be used for integration testing purposes
[23] which is maybe the area where the manual design
of test data is the most difficult;

• ATGen itself need not be of high integrity: the actual
level of code coverage achieved can be checked using
a third party tool;

• Sometimes path feasibility will be too time consuming
to infer (mainly when the path traversal condition
involves complex non-linear relations between floating
point variables). Better heuristics for labeling and
advances in CLP languages in general should reduce
this problem in the future. Currently ATGen in such
situations issues a warning message indicating which
path has been considered infeasible by default;

Example
We reproduce, verbatim, an example given in [18] to
demonstrate the problems associated with symbolic
execution:

procedure quotient(n: Some_Integer,
                   d: Some_Integer) is
-- calculate quotient and
-- remainder of the integer
-- division of n by d, (n>0, d>0)
  q: Some_Integer := 0;
  r: Some_Integer := n;
  t: Some_Integer := d;
begin
  while r >= t loop --C1
    t := t * 2;
  end loop;
  while t /= d loop --C2
    q := q * 2;
    t := t / 2;
    if t <= r then --C3
      r := r - t;
      q := q + 1;
    end if;
  end loop;
-- manipulate r and q;
end quotient;

The difficulties with quotient  are that both loops are
input variable dependent and that the second loop must be
executed exactly the same number of times as the first loop
was for the path under consideration to be actually feasible.
Further, the path traversal conditions generated involve
non-linear arithmetic.

A typical ATGen output for the procedure quotient
using the decision coverage testing criteria is given below.

Path: C1 false, C2 false
Test Data: D = 10084, N = -20016
Test Result: T = 10084, R = -20016, Q = 0

Path: C1 true, C1 true, C1 false, C2 true,
C3 true, C2 true, C3 false, C2, false
Test Data: D = 5836, N = 12905
Test Result: T = 5836, R = 1233, Q = 2

We make several remarks about this result:

• The above result is generated in under 1.5 seconds on
average using a 450MHz Pentium III based machine;

• ATGen is non-deterministic: the actual paths and test
data generated may differ on subsequent runs;

• More information, than we have space here for, per
path is available (such as the actual path traversal
condition);

• The second path generated actually makes the first one



redundant for decision coverage purposes;

• The path traversal condition for the second path is: N
>= D and N >= D*2 and not(N >= D*2*2)
and D*2*2 /= D and D*2*2/2 <= N and
D*2*2/2 <> D and not(D*2*2/2/2 <= N -
D*2*2/2) and not(D*2*2/2/2 <> D)

5 FUTURE WORK
Below are our plans for future work on ATGen.

Demonstrating Practicality∗

We must better demonstrate the practicality of ATGen for
real world testing applications. Therefore, while we need to
evaluate ATGen using automatically generated code (as in
[18]), our main motivation should be to seek actively real
world software testing problems in the best engineering
research tradition [35].

Increasing Usability
If the potential of symbolic execution is to be realized,
ATGen must provide better ways for the vast amount of
information that can be generated to be channeled
efficiently to the human testers. Further, the execution of
the test data generator should be easy to parameterize to
facilitate software validation activities.

We believe that this requires the development of a
Graphical User Interface (GUI) with facilities to visualize
and manipulate the control flow organization of the
software under consideration. We have started work on this
aspect.

We remark that program analysis tools in general, need to
allow greater interaction with the user to expand
successfully in a software engineering environment [31].

Increasing Versatility
We would like to increase the number of test coverage
criteria handled by ATGen (in particular MCDC [5],
Modified Condition Decision Coverage, which is required
for airborne systems [38]), and expand into data flow
testing [5, 16].

Larger subsets of Ada than SPARK may also be considered
as well as other languages (e.g. Java [20] or C).

In addition, the application of ATGen in the area of run-
time errors testing deserves further investigations.

Increasing Performance
While we have been pleasantly surprised by the overall
performance of ATGen in terms of execution time and
capability at detecting immediately infeasible paths, we
recognize that further improvements may well be
necessary. In particular we need to investigate better

                                                          
∗ It is hoped that further results will be available in time for
the workshop as well as a tool prototype.

labeling strategies including moved based heuristics such
as Hill climbing, Simulated Annealing and Tabu search
[15, 37].

6 SUMMARY
ATGen automatically generates test data for total decision
coverage of SPARK Ada programs.

It implements our general approach for solving the
traditional problems associated with the symbolic execution
technique.

Our approach is centered on tighter integration of the
various components making up a test data generator using
constraint logic programming. This use of constraint logic
programming is, to our knowledge, unique to our work.

We have presented our plans for future work and are
confident that ATGen will be successfully applied on real
world software testing problems in the near future.
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Abstract

This paper considers ways in which pro-
gram analysis and test hypotheses com-
plement, focusing on one particular ex-
ample: the uniformity hypothesis. Con-
ditioned slicing can be used to either
provide con�dence in the uniformity hy-
pothesis, identify faults, or suggesting re-
�nements to the hypothesis. The exis-
tence of a uniformity hypothesis assists
in the production of small conditioned
slices which might then be analysed fur-
ther. keywords: Program veri�cation,
test hypotheses, the uniformity hypoth-
esis, program analysis, conditioned pro-
gram slicing.

1 Introduction

Most approaches to program veri�ca-
tion can be categorised as one of dy-
namic testing and program analysis. Dy-
namic testing involves exploring the be-
haviour of the implementation under test
(IUT) when given particular input val-
ues. Within the veri�cation context,
program analysis involves studying the
source code of the IUT in order to derive
information that might either increase
the con�dence in the correctness of the
IUT or detect faults in the IUT.

In general, it is not possible to produce
a �nite test set that is guaranteed to de-
termine correctness. There are, however,
techniques that generate tests that are
guaranteed to determine correctness as
long as the IUT satis�es certain condi-
tions. These conditions have been called
test hypotheses ([11]) and design for test
conditions ([19]). Section 2 discusses test

hypotheses. Testing might then be seen
as a process of choosing an appropriate
set of test hypotheses and then generat-
ing a corresponding test set.
If the hypotheses do not hold, the cor-

responding test set may be ine�ective
and ineÆcient. Thus, it is important to
use test hypotheses that hold.
Previous work has largely focussed on

introducing new hypotheses and gener-
ating tests in the presence of hypothe-
ses ([12, 8, 31, 32, 9, 27, 5, 11, 17]).
This paper instead concentrates upon
semi-automated techniques for establish-
ing that such hypotheses do hold. Specif-
ically the relationship between the uni-
formity hypothesis and program analy-
sis, through the use of conditioned slic-
ing, is described. Slicing shall be brie
y
reviewed in Section 3.
Sections 4 and 5 will discuss the fol-

lowing ways in which this relationship
may be used.

1. An instance of the uniformity hy-
pothesis, which represents expert
knowledge about the IUT, might be
used to simplify program analysis.

2. Program analysis might be used to
either provide con�dence in, refute
or re�ne proposed test hypotheses.

It will thus be demonstrated that there
exists a symbiotic relationship between
program analysis and test hypotheses.

2 Test hypotheses

Suppose I is to be tested against a spec-
i�cation M with input domain D. It
is normal to assume that I accepts the



same class of inputs asM , though an er-
ror may result for some of these input
values. Without any further knowledge
about I there is, in general, no �nite test
set that determines correctness.
Fortunately this does not represent the

normal scenario in testing. The tester
has some expert knowledge about I and
I is not, in general, merely a black box:
it is often possible to examine the code
used to produce I . There is thus fur-
ther information about I that may be
utilised in test generation. This infor-
mation might be expressed as properties
of I called test hypotheses.
Suppose that F denotes the set of pos-

sible behaviours of the IUT. F is often
called a Fault Model ([22]). Suppose, fur-
ther, that the current set of hypotheses is
H and FH denotes the set of behaviours,
from F , that are consistent with H . Let
I 0 � M denote that I 0 conforms to M

and I 0 �T M denote that the I 0 con-
forms toM on T � D. Naturally, the no-
tion of conformance used depends upon
the speci�cation language. The following
de�nes what it means for a test set T to
be guaranteed to determine correctness
under H .

De�nition 1 Test set T is complete
with respect to H if and only if 8I 0 2
FH :I

0 �M () I 0 �T M .

Two related notions, of a test being
unbiased and valid, have been described
([11]). A test is valid if it rejects all
faulty implementations that satisfy the
test hypotheses. A test is unbiased if
it cannot reject a conforming implemen-
tation that satis�es the test hypotheses.
Then a test is complete if and only if it
is unbiased and valid.
Clearly, the exhaustive test set D is

complete with respect to every hypoth-
esis H . Exhaustive testing is, how-
ever, rarely practical. Given M and
I , there are the following, inter-related,
challenges.

1. To devise some set H of test hy-
potheses, that I is likely to satisfy,
such that there is a corresponding
feasible complete test set.

2. To determine whether I satis�es H .

3. To generate a complete test set for
I with respect to H .

The development of an appropriate set
of hypotheses can proceed via re�nement
([11]). Some minimal hypothesis is pro-
duced and this is re�ned through a num-
ber of steps. The minimal hypothesis
might, for example, be that I is equiva-
lent to some unknown element from fault
model F or simply that the input and
output domains for I are the same as
those for M . Each re�nement strength-
ens the test hypotheses and thus, poten-
tially, allows a smaller complete test set.

Many test generation techniques are
based around partitioning the input
domain D into a �nite set DM =
fD1; : : : ; Dkg of subdomains such that,
according to M , all elements in a sub-
domain should be processed in the same
way ([12, 31, 32, 9, 27, 11, 17]). The uni-
formity hypothesis says that if the input
of one value in some Di 2 DM leads to a
failure then all values in Di lead to fail-
ures.

It is to be expected that there is some
(unknown) partition DI , of the input
domain, such that the behaviour of I
is uniform on each subdomain of DI .
The uniformity hypothesis is thus based
upon the assumption that DM and DI

are similar. If the uniformity hypothesis
holds it is suÆcient to choose one value
from each Di 2 DM . However, the test
for some Di 2 DM is normally comple-
mented by tests around the boundaries
of Di ([32, 9]) which are expected to �nd
any small errors in the boundaries.

It has been noted ([29]) that if the
partitions DM and DI were known, the
behaviours of I and M could be com-
pared on each subdomain from DIM =
fDi \ Dj j Di 2 DM ; Dj 2 DIg. While
we do not consider the generation of DI ,
this idea from ([29]) provided the inspi-
ration for much of the work contained in
this paper.



3 Program slicing and

symbolic evaluation

Program slicing is the process of taking
a program I and some slicing criterion
(V; n) (variable set V and node n) and
removing all parts of I that do not af-
fect the value, at node n, of any variable
in V . Much work has focussed on the
technical problems associated with slic-
ing programs in the presence of proce-
dures [20, 28], pointers [2, 24, 25] and
jumps [3, 7, 14, 1]. This paper uses only
end slicing, in which the end of the pro-
gram is the point of interest ([23]). Thus,
throughout this paper the slicing crite-
rion is simply a set of variables.

Program slicing was initially intro-
duced as a way of assisting debugging
([30, 26]). For this application it is im-
portant that the only simpli�cation tool
available to slicing algorithms is state-
ment deletion. For a number of other
applications, such as mutation testing
([18]) and program comprehension ([13,
15]), this restriction to statement dele-
tion is unhelpful. In such cases Amor-
phous Slicing, which allows the applica-
tion of any transformations that preserve
the semantics of interest, leads to im-
proved simpli�cation ([13, 16, 4]).

In slicing it is possible to place a con-
dition C on the input values. Then any
statement that cannot a�ect the values
of the variables in V at n, given that the
input satis�es C, may be removed. This
is called conditioned slicing ([6, 10]). In
the amorphous version of conditioned
slicing any transformation that preserves
the e�ect of the original program upon
the slicing criterion is valid.

Given a program I and condition C,
SC(I) shall denote the (possibly amor-
phous) conditioned end slice of I (in
which all variables are of interest) for
condition C. Similarly, given subdomain
D0 � D, SD0(I) shall denote the condi-
tioned slice in which the input is con-
strained to D0. Thus SD0(I) denotes
SC(I) where C(x) is the condition x 2
D0.

Symbolic evaluation is the process of
describing the �nal values of the vari-

ables in a program in terms of the ini-
tial values of the variables. Since pro-
grams normally have control-
ow con-
structs, the result of applying symbolic
evaluation to a program will usually lead
to a number of symbolic values, each
with a precondition.

4 Uniformity can help

program analysis

This section describes a way in which
the existence of a uniformity hypothe-
ses may assist program analysis. This is
achieved through using the information
represented by the uniformity hypothe-
sis. It thus introduces the possibility of
using standard testing approaches, that
generate a uniformity hypothesis, to as-
sist program analysis.

Suppose subdomain D0 of D has been
chosen and all of the values inD0 are pro-
cessed in the same way by I . Then the
conditioned slice of I on the subdomain
D0 should be relatively simple. Thus, if
DI were known, this would suggest an
approach to program analysis: slice on
the subdomains of DI and analyse these
slices.

While DI is not known, it is possible
to slice using the partition DM , forming
the set S(I;DM ) = fSDi

(I) j Di 2 DMg
of conditioned slices. If the uniformity
hypothesis holds the slices in S(I;DM )
should be relatively small. This might
help solve one of the challenges of con-
ditioned slicing: �nding conditions that
lead to small but useful slices.

Consider the program analysis prob-
lem of producing a proof of correctness.
Then, I conforms to M if and only if
for all Di 2 DM , I conforms to M on
Di. Thus, in order to prove that I con-
forms to M it is suÆcient to prove that
each SDi

(I) conforms to M on the cor-
responding Di. It is then suÆcient to
consider, for each Di 2 DM , I and M

restricted to Di.

The uniformity hypothesis is based on
the behaviour of M being relatively sim-
ple on each Di. If the uniformity hy-
pothesis holds, the SDi

(I) should also



be relatively simple. Thus, if the uni-
formity hypothesis holds, the proof of
correctness has been broken down into
a number of relatively simple proofs.
Symbolic evaluation might be applied
to each SDi

(I), producing an expres-
sion that can more easily be handled
by an automated theorem-prover. Nat-
urally, if the partition DI de�ned by I

were known, slicing would be applied on
DIM = fDi \Dj j Di 2 DM ; Dj 2 DIg.
The approach outlined in ([29]) might
then be used.
Consider now an implementation I�

that is intended to solve the triangle
problem. It thus takes three integers x,
y and z and should return:

1. `equilateral' if x=y and y=z;

2. `isosceles' if two of x, y, and z are
the same but the third is di�erent;

3. `scalene' if x, y, and z are all di�er-
ent.

The tester might analyse this speci�-
cation and produce the following condi-
tions:

C1(x; y; z) � x = y ^ y = z

C2(x; y; z) �
((x = y) _ (x = z) _ y = z))

^:(x = y ^ y = z)

C3(x; y; z) � x 6= y ^ y 6= z ^ x 6= z

Suppose that the computation con-
tained in I� is the code shown below.

if (x==y && y==z)

r = "equilateral";

if (x==y) r = "isosceles";

if (x==z) r = "isosceles";

if (y==z) r = "isosceles";

if (x!=y && y!=z && x!=z)

r = "scalene";

printf("The triangle is %s \n",r);

Suppose that I� is sliced on conditions
C1, C2 and C3. The initial step in pro-
ducing a conditioned slice, of I�, for C3
might give:

if (x!=y && y!=z && x!=z)

r = "scalene";

This reduces to:

r = "scalene";

Similarly, the �rst step in the process
of applying conditioned slicing with C2
might give:

if (x==y) r = "isosceles";

if (x==z) r = "isosceles";

if (y==z) r = "isosceles";

This reduces to:

r = "isosceles";

Suppose conditioned slicing is applied
with C1. Then any e�ect of the �rst
three lines is killed by the fourth line.
Conditioned slicing might initially pro-
duce:

if (y==z) r = "isosceles";

Again, this may be further reduced,
giving:

r = "isosceles";

The behaviour on each subdomain is
quite simple. In fact, in each case it
is constant. The information provided
by the uniformity hypothesis has thus
allowed the generation of small condi-
tioned slices. The existence of these
conditioned slices allows the production
of simple proofs of correctness, for the
subdomains where the behaviour is cor-
rect, and the identi�cation of counter-
examples where the behaviour is not cor-
rect. In this case it is clear that the be-
haviour on C2 and C3 is correct but that
the behaviour on C1 is faulty.

It is worth noting that the production
of such simple slices has lent weight to
the uniformity hypothesis. Thus, if pro-
ducing a proof of correctness were not
feasible for some subdomain, test derived
using the hypothesis might be used in-
stead.



5 Program analysis can

help when using uni-

formity hypotheses

This section describes ways in which pro-
gram analysis assists a tester when con-
sidering using the uniformity hypothesis.
These approaches are again based upon
the conditioned end slices of I , contained
in S(I;DM ), produced by slicing I on
the subdomains of the partition DM .
If a slice I 0 = SDi

(I) is unexpectedly
complex, this might indicate that I takes
on more than one behaviour on Di. This
might occur either because this subdo-
main should be split further or because
a boundary is wrong. Then we might
either further analyse this slice or test
more thoroughly in Di.
Let Symb(I;Di) denote the result of

applying symbolic evaluation to SDi
(I),

Di 2 DM . Then Symb(I;Di) is a
set of pairs, each pair (p; f) consist-
ing of a precondition p and a behaviour
f . Suppose Symb(I;Di) has been pro-
duced and it contains more than one
behaviour with separate preconditions.
These preconditions suggest a re�nement
of DM : the subdomain should be parti-
tioned into ffx 2 Di j p(x)g j 9f:(p; f) 2
Symb(I;Di)g. The conditioned slices on
each of these subdomains may now be
produced and these should be relatively
simple.
Suppose a slice SDi

(I) 2 S(I;DM ) is
simple and Symb(I;Di) contains one be-
haviour only. This provides some ini-
tial con�dence in the behaviour of I be-
ing uniform on Di. It might also be
possible to further analyse the relation-
ship between the behaviour of SDi

(I) or
Symb(I;Di) and that of M on Di. This
analysis might, for example, involve a
proof of correctness. Alternatively, it
might involve determining the type of
function applied. Where the form of the
behaviours ofM and I onDi is known, it
may be possible to devise a test set that
determines correctness on Di ([21]), thus
overcoming the problem of coincidental
correctness.
Consider a system designed to return

the sale price of a purchase of rice and

lentils. Suppose x denotes the amount
of lentils being purchased and y denotes
the amount of rice being purchased. The
price of rice is 2 and the price of lentils
is 1. There are discounts for bulk pur-
chases: if the amount of lentils being
purchases is greater than or equal to 50
there is a �ve percent discount and if the
total price (without discount) is greater
than or equal to 1000 there is a ten per-
cent discount. The discounts are cumu-
lative. Suppose program Ip, contain-
ing the following code that performs the
computation, has been produced.

if (x >= 50.0) p1 = 0.95;

else p1 = 1.0;

if ((2.0*x+y) >1000.0) p2 = 0.9;

else p2 = 1.0;

c = p1*p2*(2.0*x+y);

There are two basic conditions, x � 50
and y � 1000, to consider. This leads to
the following four conditions.

x < 50 ^ (2x+ y) < 1000

x < 50 ^ (2x+ y) � 1000

x � 50 ^ (2x+ y) < 1000

x � 50 ^ (2x+ y) � 1000

Consider the second condition,
C(x; y) � x < 50 ^ (2x + y) � 1000.
Then the corresponding conditioned
slice of Ip is

if (x >= 50.0) p1 = 0.95;

else p1 = 1.0;

if ((2.0*x+y) >1000.0) p2 = 0.9;

else p2 = 1.0;

c = p1*p2*(2.0*x+y);

This can be further reduced to:

p1 = 1.0;

if ((2.0*x+y) >1000.0) p2 = 0.9;

else p2 = 1.0;

c = p1*p2*(2.0*x+y);

and then, using amorphous slicing:

if ((2.0*x+y) >1000.0) p2 = 0.9;

else p2 = 1.0;

c = p2*(2.0*x+y);



This cannot be simpli�ed any further.
Symbolic evaluation may now be ap-
plied, leading to the following precondi-
tion/function pairs:

(((2x + y) > 1000:0); c = 0:9 � (2x+ y))

(((2x+ y) � 1000:0); c = (2x+ y))

The second precondition can be sim-
pli�ed to 2x + y = 1000. This analy-
sis suggests dividing the subdomain, de-
�ned by the precondition C(x; y) � x <

50^(2x+y) � 1000, into C1(x; y) � x <

50^ (2x+ y) > 1000 and C2(x; y) � x <

50^(2a+y) = 1000. Any test case taken
from the second of these subdomains will
lead to a failure.

6 Future Work

This paper has considered ways in which
program analysis and test generation
complement one another. In particu-
lar, a relationship between the unifor-
mity hypothesis and conditioned slicing
is explored. There is, however, a gen-
eral principle contained in this work: in-
formation contained in test hypotheses
may assist when analysing a program
and program analysis may assist when
using test hypotheses. This general ap-
proach may extend to other types of test
hypotheses and forms of program analy-
sis.
The potential role of program analy-

sis, when using test hypotheses, suggests
the challenge of devising test hypotheses
that

1. are likely to hold;

2. lead to feasible tests that are easy
to generate;

3. are relatively easy to verify using
program analysis.

Other test hypotheses might represent
information that can assist in program
analysis. This suggests the investigation
of information contained in test hypothe-
ses, information that might assist partic-
ular forms of program analysis, and any
relationships between these types of in-
formation.

7 Conclusions

Many test techniques make assumptions,
often called test hypotheses, about the
implementation under test. These allow
stronger statements to be made about
the e�ectiveness of testing if the test hy-
potheses hold. However, if the hypothe-
ses do not hold then the tests generated
may have little value.
Program analysis is capable of provid-

ing general information about implemen-
tations. Often, however, program com-
plexity limits the use and e�ectiveness of
program analysis.
This paper has considered the rela-

tionship between test hypotheses and
program analysis. Within this it has
concentrated on the uniformity hypoth-
esis. Program analysis may provide con-
�dence in or refute the test hypotheses
or may suggest re�nements to the hy-
potheses. The information provided by
the existence of the uniformity hypothe-
sis can be used to simplify program anal-
ysis through the production of small con-
ditioned slices.
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Abstract
While heavyweight formal methods have
shown much promise in academia and
remarkable success in industrial hardware
projects, they are rarely used in industrial
software projects. There are many reasons for
this [DillRusby96, Hall96, HollowayButler96],
but we believe one of the most important is the
lack of a realistic adoption path between
current development techniques and more
formal approaches. Our research seeks to
provide a few of the steps along that path. Our
experience so far with LCLint [EGHT94,
Evans96] indicates that lightweight static
checking tools may provide an effective way to
introduce formal methods into industrial
environments.

Background

There is a huge gap between the amount of
effort and expertise required to use
traditional development tools (such as
compilers, integrated development
environments, and test scripts) and formal
techniques such asZ specifications, model
checking, and program verification. On
the other hand, a large class of common
programming errors can be detected using
simpler techniques. Our research explores
what can be done with minimal
programmer effort, without requiring
substantial changes to traditional
development processes, using a tool that
requires no user interaction and runs about
as fast as a typical compiler.

We have developed LCLint, a tool for
statically checking C programs. LCLint
provides a first step towards adoption of
formal techniques and mechanical
analysis. If minimal effort is invested
adding annotations to programs, LCLint
can perform stronger checks than can be
done by any compiler or standard lint.
Adding these annotations is the first step
on the path to using formal analysis
techniques. LCLint checking ensures that
there is a clear and commensurate payoff
for any effort spent adding annotations.

Some of the problems that can be detected
by LCLint include: violations of
information hiding; inconsistent
modifications of caller-visible state;
inconsistent uses of global variables;
memory management errors including
uses of dead storage and memory leaks;
and undefined program behavior. LCLint
checking is done using simple dataflow
analyses. This means the checking is as
fast as a compiler, and LCLint can easily
be introduced into standard development
cycles.

As one would expect, LCLint’s
performance and usability goals require
certain compromises to be made regarding
the checking. In particular, we believe
that it is reasonable to sacrifice soundness
and completeness towards these goals (see
[Evans96] for a more complete argument).
While this would not be acceptable in
many environments, it is a desirable
tradeoff in a typical industrial
development environment where efficient
detection of program bugs is the
overriding goal. LCLint has been in active
use for more than five years, and has been
used by thousands of programmers in both
industry and academia.

Current Directions

Our current work focuses on extending
this approach in two directions: enhancing
the functionality of LCLint by adding
support for user-defined annotations
without relaxing the usability and
efficiency requirements, and providing the
next step toward heavyweight formal
methods by introducing more expressive
annotations and automated run-time
checking.

User-defined Annotations. Currently,
LCLint users are limited to a pre-defined
set of annotations. This works well as
long as their programming style is
consistent with the methodology supported



by LCLint (e.g., abstract data types
implemented by separate modules,
pointers used in a stylized way), but is
problematic if one is checking a program
that does not adhere to this methodology.
For example, LCLint provides annotations
for checking storage that is managed using
reference counting. An annotation is used
to denote an integer field of a structure as
the reference count, and LCLint will report
inconsistencies if new pointers to the
structure are created without increasing the
reference count, or if the storage
associated with the referenced object is not
deallocated when the reference count
reaches zero. If a program implements
reference counting in some other way (for
example, by keeping the reference counts
in a separate lookup table), however,
LCLint provides no relevant annotations
or checking. More generally, applications
often have application-specific constraints
that should be checked statically.
Programmers should be able to define
annotations that express these decisions,
and use LCLint to verify that the code is
consistent with their constraints.

We are investigating extensions to LCLint
that address this need by supporting user-
defined annotations. Programmers will be
able to invent new annotations, express
syntactic constrains on their usage, and
define checking associated with the
annotation.

Annotations introduce state that is
associated with both declarations and
intermediate expressions along symbolic
execution paths. The meaning of an
annotation is defined by semantic rules
similar to typing judgments, except they
may describe more flexible constraints and
transitions than is usually done with typing
judgments. We are defining a general
meta-annotation language that can define a
class of annotations in a simple and
general way. Meta-annotations define
constraints and transition functions when
storage is assigned, passed as parameters,
returned from a function, and when control
enters or exits a block or function.

We are currently experimenting with
annotations for detecting buffer overflow
errors. Annotations and checking needed

to statically detect buffer overflows are
more complex than previous LCLint
annotations. They may depend on
numeric constraints as well as establishing
relationships between more than one
reference. For example, one annotation
expresses that the allocated size of storage
referenced by a structure field is equal to
the value of an integral field in the same
structure. These annotations will provide
a good basis for determining the required
scope of the meta-annotation language, as
well as for experimenting with the
expressive requirements of the meta-
annotation language.

Towards Heavyweight Formal
Techniques. The performance and
usability requirements of LCLint
inherently limit the kinds of checking that
can be done as well as the claims that can
be made about a checked program. We
can consider overcoming these limitations
by relaxing these requirements. Typical
users will start by using the lightweight
version of LCLint, but as they become
more familiar with formal techniques will
be willing to invest the effort required to
use heavier-weight techniques. Providing
a straightforward and effective transition
path from lightweight to heavyweight
formal techniques is a major goal of this
work.

One approach would be to require more
complete specifications and use theorem-
proving technology to perform more
complex checking. This is similar to what
is done by the Extended Static Checking
(ESC) project at Compaq SRC
[Detlefs98]. ESC uses a theorem proving
technology, which enables it to detect a
larger class of errors than can be done by
the simple dataflow analyses done by
LCLint, but means that the analysis is
several orders slower and the size of
programs that can be analyzed is severely
limited. As programmers develop more
complex specifications, they would be
spending more time writing specifications,
and checking would slow down. There
would need to be several gradual transition
steps between lightweight annotations
with dataflow analyses, and full formal
specifications with interactive theorem
proving.



Another approach would be to use a
combination of static and run-time
checking. If LCLint is not able to prove
statically that a specified property holds, it
could insert run-time checks to ensure the
property holds at run-time. This has the
considerable disadvantage that an error
may still occur at run-time, but would
allow more complex properties to be
guaranteed without requiring the user
expertise and effort typically required of a
program verification system.

Our experience using Naccio to transform
programs to enforce a safety policy
described using a general, high-level
language [EvansTwyman99, Evans99]
offers a possible approach to automatically
inserting run-time checking in programs.
Related approaches include the Assertion
Definition Language (ADL) created by
Sun Microsystems, X/Open and the
Information-technology Promotion
Agency (an agency of Japan’s MITI)
[Sankar93, Obayashi98] and Anna’s
Annotation Transformer [Luckham90].
Both tools generate run-time assertions
from specifications. We believe a
combination of run-time and static
checking that builds on a lightweight base
is a promising way to introduce
heavyweight formal methods into
industrial environments.

Availability
More information on LCLint and source code
and binary releases is available at
http://lclint.cs.virginia.edu.
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Abstract

Understanding program dependencies in a computer
program is essential for many software engineering tasks
such as testing, debugging, reverse engineering, and
maintenance. In this paper, we present a approach to
dependence analysis of Java bytecode, and discuss some
applications of our technique in Java bytecode slicing,
understanding, and testing.
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1 Introduction

Java is a new object-oriented programming language
and has achieved widespread acceptance because it em-
phasizes portability. In Java, programs are being com-
piled into a portable binary format call bytecode. Ev-
ery class is represented by a single class �le containing
class related data and bytecode instructions�. These
�les are loaded dynamically into an interpreter, i.e., the
Java Virtual Machine (JVM) [14] and executed. Re-
cently, more and more Java applications are routinely
transmitted over the internet as compressed class �le
archives (i.e., zip �les and jar �les). A typical example
of this situation consists of downloading a web page that
contains one or more applets. However, this situation
leads to some problems. First, instead of class �les, the
source code of an application usually unavailable for the
user. So when you download a program and run it, if
there is some defect with it, you need to report the bug
to the software developers and possibly pay for a new
version of the bug-free software. However, if the de-
velopers are not available to support this software (i.e.,
they do not want to support the software anymore, or
they are out of business), the user is the only one that
can make change(s). Second, a bytecode program can

�Throughout this paper, we use the term bytecode program to

refer to the program generated by the compilation process; i.e., a

machine-independent program written in JVM bytecode instruc-

tions, and use the term bytecode method to refer to the method

that is written in JVM bytecode instructions and contained in a

bytecode program. We also use the term Java bytecode to refer

to bytecode programs as a whole.

have bugs since the methods used for Java software test-
ing do not necessarily remove all possible bugs from its
source program. At these cases, if we have some tools
that can be used to support bytecode understanding,
testing, and debugging, they can be greatly helpful for
a programmer, a maintainer, and a manager.

One way to support to develop such kind of tools is pro-
gram dependence analysis technique. Program depen-
dencies are dependence relationships holding between
program elements in a program that are implicitly de-
termined by the control 
ows and data 
ows in the pro-
gram. Intuitively, if the computation of a statement
directly or indirectly a�ects the computation of another
statement in a program, there might exist some pro-
gram dependence between the statements. Dependence
analysis is the process to determine the program's de-
pendencies by analyzing control 
ows and data 
ows in
the program.

Many compiler optimizations and program analysis and
testing techniques rely on program dependence infor-
mation, which is topically represented by a dependence-
based representation, for example, a program depen-
dence graph (PDG) [7, 12]. The PDG, although orig-
inally proposed for compiler optimizations, has been
used for performing program slicing and for various
software engineering tasks such as program debugging,
testing, maintenance, and complexity measurements
[2, 3, 5, 10, 16, 17]. For example, program slicing, a de-
composition technique that extracts program elements
related to a particular computation, is greatly bene�t
from a PDG on which the slicing problem can be re-
duced to a vertex reachability problem [16] that is much
simpler than its original algorithm [18].

Dependence analysis was originally focused on proce-
dural programs. Recently, as object-oriented software
become popular, researchers have applied dependence
analysis to object-oriented programs to represent vari-
ous object-oriented features such as classes and objects,
class inheritance, polymorphism and dynamic binding
[4, 11, 13, 15], and concurrency [19, 20]. (for detailed
discussions, see related work section).

However, previous work on dependence analysis has



mainly focused on programs written in high-level pro-
gramming languages, rather than programs in low-level
programming languages such as Java bytecode. Al-
though there are several dependence analysis techniques
for binary executables on di�erent operating systems
and machine architectures [6, 8, 9], the existing depen-
dence analysis techniques can not be applied to Java
bytecode straightforwardly due to the speci�c features
of JVM. In order to perform dependence analysis on
Java bytecode, we must extend existing dependence
analysis techniques for adapting Java bytecode.

In this paper we propose a dependence analysis tech-
nique for Java bytecode. To this end, we �rst identify
and de�ne various types of primary dependencies in a
bytecode program at the intraprocedural level, then we
discuss some applications of our technique such as Java
bytecode slicing, understanding, and testing. In addi-
tion to these applications, we believe that the depen-
dence analysis technique presented in this paper can also
be used as an underlying base to develop other software
engineering tools for Java bytecode to aid debugging,
reengineering, and reverse engineering.

The rest of the paper is organized as follows. Section
2 brie
y introduces the Java virtual machine. Section
3 considers the dependence analysis of Java bytecode.
Section 4 discusses some applications of the dependence
analysis technique. Concluding remarks are given in
Section 5.

2 The Java Virtual Machine

The Java Virtual Machine (JVM) is a stack-based vir-
tual machine that has been designed to support the Java
programming language [1]. The input of the JVM con-
sists of platform-independent class �les. Each class �le
is binary �le that contains information about the �elds
and methods of one particular class, a constant pool (a
kind of symbol-table), as well as the actual bytecode for
each method.

Each JVM instruction consists of a one-byte opcode
that de�nes a particular operation, followed by zero or
more type operands that de�ne the data for the op-
eration. For example, instruction 'sipush 500' (push
constant 500 on the stack) is represented by the bytes
17,1,and 244.

For most JVM opcodes, the number of correspond-
ing operands is �xed, whereas for the other opcodes
(lookupswitch, tableswitch, and wide) this number
can be easily determined from the bytecode context.
Consequently, once the o�set into a class �le and the
length for the bytecode of a certain method have been
determined, it is straightforward to parse the bytecode
instructions of this method.

At runtime, the JVM fetches an opcode and correspond-

ing operands, executes the corresponding action, and
then continues with the next instruction. At the JVM-
level, operations are performed on the abstract notion
of words [14] : words have a platform-speci�c size, but
two words can contain values of type long and double,
whereas one word can contain values of all other types.
During execution of bytecode, three exceptional situa-
tions may arise:

� The JVM throws an instance of a subclass of
VirtualMachineError in case an internal error or
resource limitation prevents further execution.

� An exception is thrown explicitly by the instruction
athrow.

� An exception is thrown implicitly by a JVM in-
struction.

Example. Figure 1 shows a simple Java class Test and
its corresponding bytecode instructions.

3 Dependence Analysis

To perform dependence analysis on bytecode methods,
it is necessary to identify all primary dependencies in a
bytecode method. In this section, we present two types
of primary intraprocedural dependencies in a bytecode
method. Intraprocedural dependencies are related to
dependencies in a single bytecode method.

3.1 Background

We give some de�nitions that are necessary for for-
mally de�ning intraprocedural dependencies in a byte-
code method from a graphical viewpoint.

De�nition 3.1 A digraph is an ordered pair (V;A),
where V is a �nite set of elements called vertices, and
A is a �nite set of elements of the Cartesian product
V � V , called arcs, i.e., A � V � V is a binary relation
on V . For any arc (v1; v2) 2 A, v1 is called the initial
vertex of the arc and said to be adjacent to v2, and v2 is
called terminal vertex of the arc and said to be adjacent
from v1. A predecessor of a vertex v is a vertex adja-
cent to v, and a successor of v is a vertex adjacent from
v. The in-degree of vertex v, denoted by in-degree(v),
is the number of predecessors of v, and the out-degree
of a vertex v, denoted by out-degree(v), is the number
of successors of v. A simple digraph is a digraph(V; A)
such that no (v; v) 2 A for any v 2 V .

De�nition 3.2 A path in a digraph (V;A) is a se-
quence of arcs (a1; a2; : : : ; ak) such that the terminal
vertex of ai is the initial vertex of ai+1 for 1 � i � k�1,
where ai 2 A(1 � i � k), and k(k � 1) is called the
length of the path. If the initial vertex of a1 is vI and



0:  iconst_0

1:  istore_1

2:  iconst_0

3:  istore_2

4:  goto [label_20]

-------------------------

7:  iload_1

8:  iconst_1

9:  iadd

10: istore_1

11: iload_2

12: aload_0

13: getfield [Test.array]

-------------------------

16: iload_1

17: iaload

-------------------------

18: iadd

19: istore_2

20: iload_1

21: bipush 100

23: if_icmplt [label_7]

-------------------------

26: goto [label_37]

-------------------------

class Test

   int array[];

   int Test() {

     int i = 0, j = 0;

     try {

       while (i < 100) { 

          i = i + 1;

          j = j + array[i];

       } 

     }

     catch(Exception e) { return 0; }

     finally            { a = null; }

     return j;

   }

}

29: pop

30: iconst_0

31: istore_3

32: jsr [label_51]

----------------------

35: iload_3

36: ireturn

----------------------

37: jsr [label_51]

----------------------

40: goto [label_60]

----------------------

43: astore temp_4

45: jsr [label_51]

----------------------

48: aload temp_4

50: athrow

----------------------

51: astore temp_5

53: aload_0

54: aconst_null

55: putfield [Test.arr

----------------------

58: ret temp_5

----------------------

60: iload_2

61: ireturn

javac

Figure 1: A simple bytecode method.

the terminal vertex of al is vT , then the path is called a
path from vI to vT .

De�nition 3.3 A control 
ow graph (CFG) of a byte-
code method M is a 4-tuple Gcfg = (V;A; s; T ), where
(V;A) is a simple digraph such that V is a set of vertices
representing bytecode instructions in M , and A � V �V

is a set of arcs which represent possible 
ow of con-
trol between vertices in M . s 2 V is a unique vertex,
called start vertex which represents the entry point of
M, such that in-degree(s) = 0, and T � V is a set of
vertices, called termination vertices which represent the
exit points of M , such that for any t 2 T out-degree(t)
= 0 and t 6= s, and for any v 2 V (v 6= s and v does
not belong to T ), 9t 2 T such that there exists at least
one path from s to v and at least one path from v to t.

Traditional control 
ow analysis represents each state-
ment of a program as a vertex in its CFG. When analyz-
ing Java bytecode, we represent a bytecode instruction
as a vertex in the CFG. In our CFG, each vertex rep-
resents a bytecode instruction, and each arc represents
the possible control of 
ow between bytecode instruc-
tions. Moreover, our CFG contains one unique vertex
s to represent the entry point of the method, and a set
of termination vertices T to represent the multiple exit
points of the method. The reason for using a set of
termination vertices is as follows:

In JVM, a method invocation may complete in two
ways, i.e., normal completion if that invocation does not
cause an exception to be thrown, either directly from
JVM or as a result of executing an explicit thrown state-
ment, and abnormal completion if execution of a JVM

instruction within the method cause the JVM to throw
an exception, and that exception is not handled within
the method. Evaluation of an explicit throw statement
also causes an exception to be thrown and, if the ex-
ception is not caught by the current method, results in
abnormal method completion. Therefore, to represent
these two kinds of completions of a method, our CFG
uses a set of termination vertices T to represent the
multiple exit points of the method, that is, one for the
normal method completion, and the others for abnormal
method completions.

Example. Figure 2 shows the CFG of the bytecode in-
structions in Figure 1.

De�nition 3.4 Let u and v be two vertices in the CFG
of a bytecode method. u forward dominates v i� every
path from v to t 2 T contains u. u properly forward
dominates v i� u forward dominates v and u 6= v. u

strongly forward dominates v i� u forward dominates
v and there exists an integer k (k � 1) such that ev-
ery path from v to t 2 T whose length is greater than
or equal to k contains u. u is called the immediate for-
ward dominator of v i� u is the �rst vertex that properly
forward dominates v in every path from v to t 2 T .

De�nition 3.5 A de�nition-use graph (DUG) of a
bytecode method M is a 4-tuple Gdug = (Gcfg;�;D; U),
where Gcfg = (V; A; s; T ) is a CFG of M , � is a �-
nite set of symbols, called local variables in M , D :
V ! P (�) and U : V ! P (�) are two partial functions
from V to the power set of �.



Building CFG...

Basic block list for: Test

--------------------------

Basic block for v0

Predecessors:

Successors:

   0:  iconst_0

   1:  istore_1

   2:  iconst_0

   3:  istore_2

   4:  goto [label_20]

-------------------------

Basic block for v1

Predecessors: 

Successors:

   7:  iload_1

   8:  iconst_1

   9:  iadd

   10: istore_1

   11: iload_2

   12: aload_0

   13: getfield [Test.array]

-------------------------

Basic block for v2

Predecessors:

Successors:

   16: iload_1

   17: iaload

-------------------------

Basic block for v3

Predecessors:

Successors: 

   18: iadd

   19: istore_2

   20: iload_1

   21: bipush 100

   23: if_icmplt [label_7]

-------------------------

Basic block for v4

Predecessors:

Successors:

   26: goto [label_37]

-------------------------

Basic block for v5

Predecessors:

Successors:

   29: pop

   30: iconst_0

   31: istore_3

   32: jsr [label_51]

Basic block for v6

Predecessors:

Successors:

   35: iload_3

   36: ireturn

-------------------------

Basic block for v7

Predecessors:

Successors:

   37: jsr [label_51]

-------------------------

Basic block for v8

Precedessors:

Successors:

   40: goto [label_60]

-----------------------

Basic block for v9

Predecessors:

Successors:

   43: astore temp_4

   45: jsr [label_51]

------------------------

Basic block for v10

Predecessors:

Successors:

   48: aload temp_4

   50: athrow

------------------------

Basic block for v11

Predecessors:

Successors:

   51: astore temp_5

   53: aload_0

   54: aconst_null

   55: putfield [Test.array]

-------------------------

Basic block for v12

Predecessors:

Successors:

   58: ret temp_5

-------------------------

Basic block for v13

Predecessors:

Successors:

   60: iload_2

   61: ireturn

v0

v1

v2

v3

v4

v11

v12

v8 v6 v10

v13

v5 v9

s

v7

Figure 2: The CFG of the bytecode instructions in Figure 1.

The functions D and U map a vertex in Gcfg to the set
of local variables de�ned and used, respectively, in the
instruction represented by the vertex. A local variable x
is de�ned in an instruction i if an execution of s assigns a
value to x, while a variable x is used in an instruction if
an execution of s requires the value of x to be evaluated.

Based on the CFG and/or DUG of a bytecode method,
we can de�ne intraprocedural dependencies, i.e., control
dependence and data dependence in the method.

3.2 Control Dependencies

3.2.1 De�nition of Control Dependency

De�nition 3.6 Let Gcfg = (V;A; s; T ) be the CFG of a
bytecode method, and u, v 2 V be two vertices of Gcfg.
u is directly strongly control-dependent on v i� there
exists a path P = (v1 = v; v2); (v2; v3); : : : ; (vn�1; vn =
u) from v to u such that P does not contain the im-
mediate forward dominator of v and there exists no
vertex v0 in P such that the path from v0 to u does

not contain the immediate forward dominator of v0.
u is directly weakly control-dependent on v i� v has
two successor v0 and v00 such that there exists a path
P = (v1 = v; v2); (v2; v3); : : : ; (vn�1; vn = u) from v

to u and any vertex vi (1`i � n) in P strongly forward
dominates v0 but does not strongly forward dominate v00.

Control dependencies represent control conditions on
which the execution of an instruction depends in a byte-
code method. Informally, an instruction u is directly
control-dependent on a control transfer instruction if
whether u is executed or not is directly determined by
the evaluation result of v.

3.2.2 Determining Control Dependencies

Control dependencies represent bytecode instructions
related to control conditions on which the execution of
an instruction depends. There are three types of JVM
instructions that may cause control dependencies.

First, JVM has control transfer instructions that can



cause conditionally or unconditionally the JVM to con-
tinue execution with an instruction other than the one
following the control transfer instructions. Therefore,
these kind of instructions can cause control dependen-
cies.

� Unconditional branch instructions: goto, goto_w,
jsr, jsr_w, and ret.

� Conditional branch instructions: ifeq, iflt, ifle,
ifne, ifgt, ifge, ifnull, ifnonnull, if_icmpeq,
if_icmpne, if_icmplt, if_icmpgt, if_icmple,
if_icmpge, if_acmpeq, if_acmpne, lcmp, fcmpl,
fcmpg, dcmpl, dcmpg.

� Compound conditional branch instructions:
tableswitch and lookupswitch.

Second, in JVM, when the execution of a method is �n-
ished, the method must return the control to its caller.
The caller is often expecting a value from the called
method. JVM provides six return instructions for this
purpose, which include ireturn, lreturn, freturn,
dreturn, areturn, and return. Since these return in-
structions can also change the 
ow of control for the
instruction execution, they form another source of con-
trol dependencies.

Third, another kind of special branch is the jsr, for
jump subroutine. It is like a goto that remembers where
it came from. When jsr is executed, it branches to the
location speci�ed by the label, and it leaves a special
kind of value on the stack called a returnAddress to
represent the return address. This may cause some con-
trol dependence.

Fourth, exceptions are sort of super-goto which can
transfer control not only within a method, but even
terminate the current method to �nd its destination
further up the Java stack. Instructions that may ex-
plicitly or implicitly throw an exception can also cause
control dependencies because it can explicitly or implic-
itly change the control 
ow from one instruction to an-
other. These kind of instructions form another source
of control dependencies.

3.3 Data Dependencies

3.3.1 De�nition of Data Dependency

De�nition 3.7 Let Gcfg = (V;A; s; T ) be the CFG of a
bytecode method, and u, v 2 V be two vertices of Gcfg.
u is directly data-dependent on v i� there exists a path
P = (v1 = v; v2); (v2; v3); : : : ; (vn�1; vn = u) from v to
u such that (D(v) \ U(v) � D(P 0) 6= where D(P 0) =
D(v2) [ : : : [D(vn�1).

Data dependencies represent the data 
ow between in-
structions in a bytecode method. Informally an instruc-
tion u is directly data-dependent on another instruction

v if the value of a variable computed at v has a direct
in
uence on the value of a variable computed at u.

3.3.2 Determining Data Dependencies

We can compute data dependencies by determining the
de�nition and use information, i.e., the set D and U of
each instruction �rst, and compute data dependencies
based on such kind of information.

In order to de�ne the data dependencies in a bytecode
method, we use an annotated CFG, namely, the DUN,
whose vertices are as the same as its CFG, and anno-
tated in two functions according to the de�nition 2.5.
First, there is a function D(v) for the set of all local
variables de�ned at vertex v. Second, there is a func-
tion U(v) for the set of all local variables used at vertex
v. To construct the DUG of a bytecode method, we
should de�ne these two functions explicitly. Intuitively,
a use of a local variable corresponds to reading the value
of that variable, whereas a de�nition of a local variable
corresponds to writing a value into it.

According to JVM, once a method is invoked, a �xed-
size frame is allocated, which consists of a �xed-sized
operand stack and a set of local variables. E�ectively
this latter set consists of an array of words in which
local variables are addressed as word o�sets from the
array base.

First, we can determine the de�nition information, i.e.,
the set D, of each instruction in a bytecode method as
follow:

� A bytecode instruction that assigns a value to a lo-
cal variable in this frame forms a de�nition of that
variable. Therefore, the instructions istore_<n>,
istore, iinc, fstore_<n>, fstore, astore_<n>,
and astore form de�nitions of the local vari-
able that is de�ned either implicitly in the op-
code or explicitly in the next operand byte (or
two bytes if combined with a wide instruction).
Similarly, because the instructions dstore_<n>,
dstore, lstore_<n>, and lstore e�ectively oper-
ate on two local variables (viz. a data item of type
long or double at n e�ectively occupies local vari-
ables n and n+1), we let each such instruction form
two de�nitions of local variables.

For example, instruction iinc 5 1 forms a de�ni-
tion of local variable 5, while dstore_0 forms de�-
nition of both local variables 0 and 1.

� The parameter passing mechanism of bytecode
causes another source of de�nitions of local vari-
ables: if w words of parameters are passed to
a particular method, then invoking that method
forms initial de�nitions of the �rst w local variables.
The types of these parameters can be easily deter-
mined from the bytecode context. For an instance



method, the �rst parameter is a reference this to
an instance of the class in which the method is de-
�ned. Types of all other arguments are de�ned by
the corresponding method descriptor.

Second, we can determine the use information, i.e., the
set U , of each instruction in a bytecode method as fol-
low:

� A bytecode instruction that reads the value of a
local variable forms a use of that variable. There-
fore, the instructions iload_<n>, iload, iinc,
fload_<n>, fload, aload_<n>, and aload forms
uses of a single local variable de�ned either implic-
itly in the opcode or explicitly in the next operand
byte (or two bytes if combined with a wide instruc-
tion). Similarly, instructions dload_<n>, dload,
lload_<n>, and lload e�ectively form uses of two
local variables. At implementation level, each use
in a particular method may be represented by two
words: the address of the using instruction and the
o�set of the used local variable.

Once the sets D and U for each instruction of a byte-
code method have been determined, the DUG of the
method can be constructed. Based on the DUG, it is
straightforward to compute data dependencies between
instructions in a method.

4 Applications

The dependence analysis technique presented in this pa-
per are useful for many software engineering tasks re-
lated to Java bytecode development. Here we brie
y
describe three tasks: bytecode slicing, understanding,
and testing.

4.1 Bytecode Slicing

One of our purpose for analyzing dependencies in a byte-
code program is to compute static slices of the program.
In this section, we informally de�ne some notions about
statically slicing of a bytecode program, and show how
to compute static slices of a bytecode program based on
dependence analysis.

A static backward slicing criterion for a bytecode pro-
gram is a tuple (s; v), where s is an instruction in the
program and v is a local variable used at s. A static
backward slice SS(s; v) of a bytecode program on a given
static slicing criterion (s; v) consists of all instructions
in the program that possibly a�ect the value of the local
variable v at s.

Similarly, we can informally de�ne some notions of for-
ward static slicing of a bytecode program.

A static forward slicing criterion for a bytecode program
is a tuple (s; v), where s is an instruction in the program

and v is a local variable de�ned at s. A static forward
slice SS(s; v) of a bytecode program on a given static
slicing criterion (s; v) consists of all instructions in the
program that possibly be a�ected by the value of the
variable v at s.

In addition to slicing a complete bytecode program, we
can also perform slicing on a single bytecode method
independently based on dependence analysis of the
method. This may be helpful for locally analyzing a
single method.

4.2 Bytecode Understanding

Sometimes it is necessary to understanding a bytecode
program. For example, in the case that we can only
get the class �les of a Java application, but can not get
the source code of the application. When we attempt
to understand the behavior of a bytecode program, we
often want to know which local variables in which byte-
code instructions might a�ect a local variable of interest,
and which local variables in which bytecode instructions
might be a�ected by the execution of a variable of inter-
est in the program. As discussed above, the backward
and forward slicing of a bytecode program can satisfy
the requirements. On the other hand, one of the prob-
lems in software maintenance is that of the ripple e�ect,
i.e., whether a code change in a program will a�ect the
behavior of other codes of the program. When we have
to modify a bytecode program, it is necessary to know
which local variables in which instructions will be af-
fected by a modi�ed variable, and which local variables
in which instructions will a�ect a modi�ed variable. The
needs can be satis�ed by backward and forward slicing
the bytecode program being modi�ed.

4.3 Bytecode Testing

A bytecode program can have bugs since the methods
used for Java software testing do not necessarily remove
all possible bugs from its source program. So it is neces-
sary to propose some testing methods for Java software
at the bytecode level. Since our dependence analysis
technique analyzes both control and data dependencies
which represent either control or data 
ow properties
in a bytecode program, it is a reasonable step to de�ne
some dependence-coverage criteria, i.e., test data selec-
tion rules based on covering dependencies, for testing
Java software at the bytecode level.

5 Concluding Remarks

In this paper we presented a dependence analysis tech-
nique to Java bytecode and discussed some applications
of our technique in software engineering tasks related
to Java bytecode development which include bytecode
slicing, understanding, and testing. In addition to these
applications, we believe that the dependence technique
presented in this paper can also be used as an underly-



ing base to develop other software engineering tools to
aid debugging, reengineering, and reverse engineering
for Java bytecode. In order to make our technique more
useful, we are now extending our analysis technique to
handle interprocedural dependence analysis as well as
exceptions and concurrency in Java bytecode.

Now we are developing a dependence analysis tool to
automatically analyze various types of primary depen-
dencies in a bytecode program and construct the depen-
dence graph for the program. We also intend to use the
graph as an underlying representation to develop slicer
and testing tool for Java bytecode.
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ABSTRACT
Testing of complex software systems that operate on
platforms with limited resources and have real-time
constraints is a difficult task. Third Eye is a framework for
tracing and validating software systems using application
domain events. We use formal descriptions of the
constraints between events to identify violations in
execution traces. Third Eye is a flexible and modular
framework that can be used in different products. We use
Third Eye for testing an implementation of the Wireless
Application Protocol (WAP). Our tool is a helpful addition
to software development infrastructure.
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1 INTRODUCTION
Currently many software-intensive systems such as
personal communication devices or communication
network elements integrate many dozens of software
components that are designed to run on different types of
hardware, to interoperate with different environments and
to be configurable for different modes of operation and
styles of use. To complicate the situation further, these
components are often developed by geographically
distributed teams, using different programming languages,
development tools, and even different design and
development methodologies. All this makes complete
testing of these systems in a lab very hard. In these
circumstances, understanding what interaction between
multiple software components caused a fault is an
extremely tedious process. There is a definite need to
update our approaches to testing such systems.

Complexity of modern software led many organizations to
focus on software architecture to simplify software life-
cycle management. Testing is not commonly done against
architectural descriptions because a significant conceptual
gap exists between typical architectural description of
complex software and its implementation.

In the Third Eye project, we have defined a methodology
for tracing software execution by reporting events
meaningful in the application domain or essential from the
implementation point of view. Many of the ideas
incorporated in the Third Eye framework were inspired by
the Logic Assurance system [2] and work on enforcing
architectural constraints [1]. In Third Eye, we have used
different technologies to make the framework more
extensible, to allow its integration with other trace analysis
tools and specification languages. The implemented
prototype of the Third Eye framework includes reusable
software components for event definition and reporting and
stand-alone tools for storage and query of event traces,
constraint specification and trace analysis. We also made
our framework portable to a number of execution
platforms.

2 THIRD EYE ARCHITECTURE
Tracing execution of complex software is a standard
practice in many projects. However, most projects perform
the tracing in an ad-hoc manner with little or no method
and tool support. Often tracing is added in response to
difficulties in system integration testing. In such situations,
traces have neither coherent content nor format necessary
for structured information storage or automatic analysis.
Third Eye transforms a useful ad-hoc technique into a
disciplined engineering practice.

2.1 Third Eye Conceptual Architecture
A central decision of the Third Eye framework is what
information from the execution state of the program is
traced. We decided to trace occurrences of events. Unlike
program variables, function calls and other implementation
domain constructs, events cross the boundary between
application and implementation domains allowing abstract
specifications that use their properties and a simple
representation in the implementation domain. Such
representation helps to produce traces without introducing
new errors. “Event” in this case is a qualitative change in
the state of an entity either meaningful in the application
domain or significant architecturally.
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Figure 1 illustrates the Third Eye conceptual architecture.
In the Third Eye framework, events are typed objects. One
way to implement event types is to take advantage of the
programming language type system. This would support
the type safety and inheritance of event manipulating code.
However, we have chosen to make the event type system in
Third Eye external to the programming language. This
allows dynamic definition of new event types as well as
sharing of event types between the event reporting and
event monitoring subsystems that might reside on different
platforms.

An event type has a name, a list of named and typed
properties, and a type constructor. Third Eye event types
are similar to classes in programming languages although
the only method associated with the event type is its
constructor. We allow event type inheritance. Type
constructors minimize the code needed for creating new
events. To report an event, developers specify the type of
the event and sets values of the event properties.
Developers need to set only the properties that were not set
already by the event constructor.

Events in Third Eye are characterized by the time and
location of their occurrence. By “location” we mean the
symbolic location within the executing software. Time may
be measured locally on a specific processor, but needs to
have a globally meaningful interpretation in a
multiprocessor system. Time/Location stamping of the
events is implicit in Third Eye and is done for all events

that are subtypes of TimedEvent and
LocalizedEvent types. Such events have predefined
properties timestamp and location that are set in a
constructor.

Correct behavior specifications define constraints on the
properties of the events, their sequence, location, and
timing. We use formal descriptions of the constraints
between events to identify violations in execution traces.

Another important concept of Third Eye is the tracing
state. A tracing state is a set of event types generated in that
state. Other event types are filtered out and not reported.
The system is always in a specific tracing state. Tracing
states have two important purposes. First, tracing states
correspond to specifications. A program specification
describes a set of constraints on events. The event types
used in a specification have to be monitored to validate a
trace against this specification. All event types contained in
a specification and monitored for this specification form a
tracing state. Consequently, there is a mapping between
specifications and tracing states. This mapping allows to
filter out events irrelevant to the specification.

Tracing states also control the overhead of tracing on the
executing system. A control interface is provided to
dynamically define and change tracing states. For example,
the level of tracing detail can be increased in response to
observation of an anomaly in system behavior.
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2.2 Third Eye Modules and Interfaces
The Third Eye framework includes modules for event type
definition, event generation and reporting, tracing state
definition and management, specification-based trace
monitor generation, trace logging, query and browsing
interfaces and trace visualization (Figure 2). Modules of
event type definition, event reporting facility and tracing
state controler are integrated with the software of the
system under trace (SUT). The rest of the modules are
independent from the SUT and can be deployed on a
different execution platform to minimize the influence on
system performance.

The Third Eye module structure is designed for different
modes of operation. Users do not need to learn and manage
modules of the framework that are not relevant to their
project. Thus, for example, it is possible to use the Third
Eye framework only to store a stream of events in relational

database without correct behavior specification and
analysis components.

The module structure was partitioned along the lines of
standard interfaces to achieve portability and to enable
integration to third party software and tools. For example,
the event reporter and tracer can be connected through a
file, a socket, or using an ORB. Trace delivery for logging
and analysis uses alternative interfaces to accommodate
devices with different data storage and connectivity
capabilities.

3 USING THIRD EYE
We have implemented a Third Eye framework prototype
that is currently used by the Third Eye project team in
collaboration with product development teams in Nokia’s
business units. Figure 3 illustrates Third Eye’s use in the
software development process.
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reported events

Add event
reporting to the
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Monitor event stream to
ensure consistency of
implementation and
specifications

Requirements
Event Type
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Figure 3. Third Eye in Software Development Process



We used Third Eye to test a number of software systems:
the memory subsystem of one of Nokia’s handsets,
Apache Web Server, and WAP (Wireless Application
Protocol) [3] client. In this section, we describe the testing
of WAP client protocol layers and conformance to the
logical scopes design discipline explained below.

Wireless Application
Environment (WAE)

SMS USSD CSD R-Data Packet UDP PDC-P Etc...

Bearers:

Wireless Session Layer (WSP)

Wireless Transport Layer Security (WTLS)

Wireless Datagram Protocol (WDP)

Other Services and
Applications

Wireless Transaction Protocol (WTP)

Figure 5. WAP layered architecture

The Wireless Application Protocol (WAP) is an industrial
standard for applications and services that operate over
wireless communication networks. WAP layered
architecture (Figure 5) provides an application layer
through Wireless Session Protocol (WSP) that interfaces
to session services. A connection-oriented service
operates above the Wireless Transaction Protocol (WTP)
layer. The WTP runs on top of a datagram service.
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T R - R e s u l t . i n d

Figure 6. WSP-WTP primitive sequence for request-
response

3.1 Validating WAP primitive sequences
When an application requests information through the
WAP protocol, such request passes through protocol
layers as a sequence of primitives defined by the WAP
standard. Specifically, a request for information by an
application is handled as a method invocation at the
session layer (WSP). In turn, this method invocation is
translated into a transaction at the transaction layer (WTP)
(Figure 6). In detail, the invocation of an S-Method
request is followed by the invocation of the TR-Invoke
request. When the transaction returns a TR-Result result,
it is used in S-Reply that forwards received information to
the application. We have simplified the message diagram
in Figure 6 for clarity purposes. The full message

sequence contains additional confirmations and
acknowledgements.

Although the message sequence in the protocol
specification is rather simple, it spans two protocol layers,
a number of implementation files and functions, and is not
easy to validate. Furthermore, the protocol allows many
outstanding method invocations and many outstanding
transactions, making user tracking of the protocol state
very difficult. Third Eye simplifies this process. With
Third Eye users add events in the functions that
correspond to the protocol primitives and then check
whether the event sequence corresponds to the protocol
message sequence. To monitor the WSP-WTP primitive
sequence, we defined the following event types:

te_event_type("S-Method.req",
   TIMED, "Transaction ID", INTEGER)
te_event_type("TR-Invoke.req",
   TIMED, "Transaction ID", INTEGER)
te_event_type("TR-Result.ind",
   TIMED, "Transaction ID", INTEGER)
te_event_type("S-Reply.ind",
   TIMED, "Transaction ID", INTEGER)

The first parameter of definitions specifies the type name
of the event, for example "S-Reply.ind". The second
parameter indicates the constructor to be used, in this case
the TIMED constructor that sets an inherited timestamp
property. The third and fourth parameters specify the first
property of the event, which for all types above is called
Transaction ID and is an integer.

After defining event types, the event invocations are
placed in corresponding functions and events are reported
during testing in an event trace. The event stream can be
read from a socket or from a storage device like a file.
Events are mapped to SQL statements and stored in a
database. Events can also be mapped to Prolog clauses to
be stored in a Prolog fact file. These mappings are simple
because Third Eye event structure corresponds to SQL
tables and Prolog predicates. The tracer has a graphical
user interface that allows the system tester to change the
tracing state during runtime.

Events and event type information are stored in an SQL
database through the ODBC interface. System testers can
use DBMS query and reporting tools to visualize system
behavior and to browse the stored event information. This
provides an interface to find errors without writing a
system specification.

Third Eye checks the trace using constraints that specify
the correct event sequence:



method_with_result(TransactionID) :-
  S-Method.req(TransactionID, Time1),
  TR-Invoke.req(TransactionID, Time2),
  TR-Result.ind(TransactionID, Time3),
  S-Reply.ind(TransactionID, Time4),
  Time1 < Time2 < Time3 < Time4.

This constraint is expressed as a Prolog rule. The constraint
requires the protocol primitives to follow each other in a
correct order. When Third Eye checks a trace, it finds all
events corresponding to the constraint and alerts the user if
any events do not satisfy the constraint. In this example, the
trace will contain events of four types defined above:

S-Method.req(1, 100)
TR-Result.ind(2, 150) // Violation
TR-Invoke.req(1, 200)
TR-Result.ind(1, 300)
S-Reply.ind(1, 400)

Third Eye will match all events corresponding to the given
constraints. In our example, it will match four events with
transaction number 1. These events are tagged as
conforming to the specification. The events that remain
untagged after matching violate the constraints. In this
example, TR-Result.ind(2, 150) event violates
the constraint, and the system informs the user that program
behavior contains errors. Since this method of constraint
testing would flag all events of types that do not appear in a
constraint, such events should be excluded from the trace
by using a tracing state.

3.2 Logical scopes in WAP implementation
While investigating the WAP implementation as well as
implementations of other software systems, we became
aware of the general design problem of resource
management. Resources, especially in embedded systems,
are limited. Resources that are allocated and not released or
that are released too late could cause a decrease of
performance or a system crash. The objective is to design a
methodology in which resource management is explicit,
easy to maintain and where violations can be easily
identified.

In many cases, system functionality can be characterized as
a set of nested tasks that have beginning and end. To
perform a task, a system requires certain resources such as
memory, processor time, input focus, persistent data locks,
or virtual paths. Functional tasks establish scopes in which
logical and physical resources are allocated and freed. The
scope can be establishing and terminating a call on a
mobile phone, handling an authentication request on a
security server, establishing and terminating a virtual
connection on an ATM node and so on. There is usually no
single control scope such as a function call and return that
delimits the life span of the task. This makes it hard to
determine which resources were allocated to perform this
specific task, when the task has been completed, and when

resources can be freed.

The key to our approach to managing resources is the
notion of a logical scope. A logical scope is the time span
between beginning and termination of a task. Although it
may be hard to represent logical scopes in the structure of
the software, it is usually possible to identify where a
logical scope begins and where it terminates. It is then
possible to define events that represent beginning and
termination of different logical scopes. One can also create
specifications of resources that are required within a scope.
If allocation and release of these resources is reported to
Third Eye, the Third Eye framework can monitor
correctness and efficiency of resource management within
logical scopes. A generic rule for logical scope validation is
validate_scope:

validate_scope :-
  task_begin(TaskID, TaskBeginTime),
  resource_allocation(ResourceID,
        TaskID, AllocTime),
  resource_free(ResourseID, FreeTime),
  task_end(TaskID, TaskEndTime),
  TaskBeginTime < AllocTime < FreeTime
    < TaskEndTime.

In the WAP implementation, there are numerous places
where the logical scope model is used. For example, in the
WTP layer a transaction handle is allocated at the
beginning of a transaction and deallocated at the end.
Packets sent in a transaction by the WTP adaptation layer
are allocated before sending and deallocated when the next
message is sent (Figure 7). Packet allocation, transmission,
and deallocation form a nested scope inside the transaction
scope. Neither the transaction scope, nor the packet sending
subscope corresponds to a single textual entity in the
program. Both encompass a number of function calls,
internal message sends, and are intertwined with other
logical scopes and layers. Consequently, enforcing the rules
of logical scope design, i.e. deallocation of resources
allocated in the beginning of a scope, is difficult using
conventional means. However, Third Eye allows a simple
validation of the design by inserting allocation and
deallocation events together with the logical scope
boundary events and specifying design constraints. The
rules mirror similar rules without logical scopes. For
example, a general packet deallocation rule is:

packet_deallocate_spec
 (Packet, AllocTime, DeallocTime) :-
  packet_allocate(Packet, AllocTime),
 packet_deallocate(Packet, DeallocTime),
  DeallocTime > AllocTime.

Adding the logical scope boundaries simply adds a
condition:



packet_deallocate_logical(Packet) :-
  packet_deallocate_spec
   (Packet, AllocTime, DeallocTime),
  same_scope_follows(AllocTime,
    DeallocTime).

same_scope_follows(Time1, Time2) :-
  scope_begin(ScopeBeginTime),
  scope_end(ScopeEndTime),
ScopeBeginTime<Time1<Time2<ScopeEndTime.

W T P  T ra n s a c t io n  B e g in

W T P  P a c k e t A llo c a te

W T P  P a c k e t D e a llo c a te

W T P  P a c k e t S e n d

W T P  T ra n s a c t io n  E n d

W T P  P a c k e t A llo c a te

W T P  P a c k e t S e n d

W T P  P a c k e t D e a llo c a te

… … … … … …

Figure 7. WTP transaction scope and nested packet
allocation sub-scope

3.3 Global constraints in WAP
Although previous sections dealt with properties of the
protocol expressed as sequences of events, Third Eye can
monitor much wider variety of constraints. For example,
the tool can check a property that all packets with low
sequence numbers arrive within a certain amount of time:

lost_packet(PacketNumber) :- not(
  packet_received(PacketNumber, T)),
  PacketNumber < LOW_BOUNDARY.

The Third Eye can also check whether the number of
maximum outstanding method requests in a session layer is
less than the maximum possible value. Violation of such
constraints could be difficult to spot with conventional
tools.

4 CONCLUSIONS
Third Eye can be used for debugging, monitoring,
specification validation, and performance measurements.
All these different scenarios use typed events—a concept
simple and yet expressive enough to be shared by product
designers and developers. Users can achieve the system-
testing goals without delving into complicated concepts
like formal methods or database programming.

The Third Eye is designed with an open architecture.
Therefore, the third party tools, including databases,
analysis and validation tools, can be easily added or

exchanged.

Several features of our prototype framework were essential
to make it practical to use in product development:

• Portability—by defining a simple API for the SUT
and by not relying on a specific interface between the
SUT and the Tracer, Third Eye can be integrated into
many different systems throughout Nokia. The trace
structure conforms to the data-management tool
formats and allows automatic trace analysis for
specification verification.

• Low overhead—event processing is mostly done
outside the SUT. Adding a dynamic filtering allows the
user to control which events will be reported back to
the tracer.

We believe that the Third Eye is a practical framework for
specification-based analysis and adaptive execution tracing
of software systems.
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Abstract

This paper presents a discussion on the complementary
roles of testing and proof within automated software ver-
ification and validation processes. We demonstrate how a
combination of the two approaches can lead to greater lev-
els of automation and integrity. In particular we discuss
the use of automated counter-example generation to sup-
port proof, and automated proof as a means of automating
and checking test case generation. The high levels of au-
tomation are made possible by identifying repeating struc-
tures in the proofs, restricting the specification to a subset
of an otherwise expressive formal notation and exploit-
ing a general–purpose theorem proving tool with built-in
constraint solvers.

1 Introduction

In the past, testing and proof have not been easy bed-
fellows. Despite their shared goal of increased software
quality, proof has been seen as being for the cognoscenti,
testing for software engineering’s working class. The au-
thors believe that this artificial dichotomy is harmful and
that testing and proof can be used together to good ef-
fect. Even without the benefits of formal refinement, for-
mal specifications can contribute greatly to the quality of
a software product. They allow for a concise, unambigu-

ous and explicit specification of the desired behaviour of
the system. As such, they are a good basis for automated
test activities. Additionally, testing to generate counter-
examples to proofs can save much effort and produce il-
lustrative examples for debugging.

The use of formal specifications themselves is still seen
by many as a barrier to the widespread industrial usage
of formal methods. For the benefits of formal methods
in V&V to be fully exploited in industry there is a need
to “disguise” the formality in some way [15]. Recent
work [5] has shown that formal specifications and the cor-
responding proof obligations for specification validation
can be generated from more intuitive engineering nota-
tions with mathematical underpinnings. Such an approach
not only enables engineers with the domain knowledge
to use specification notations they are comfortable with,
but the translation to formal specification has the effect
of restricting the subset of the formal notation used and
imposes regular structures on the proofs that need to be
discharged to validate certain properties (such as com-
pleteness and determinism) in the specification. These
restrictions, coupled with the subset of data types used
for particular domains can be exploited to develop power-
ful targeted heuristics for automating the V&V activities.
The approaches discussed in this paper are assumed to be
undertaken in the context of formal specifications gener-
ated in this manner.

In the rest of the paper we describe how a combination



of testing, proof and restricted structures in the specifi-
cation can be used to enhance both the integrity and au-
tomation of several areas of the software verification and
validation process. This symbiotic relationship between
testing and proof is made feasible by extending previous
work on testing from formal specifications and making
use of a flexible theorem proving tool with integrated con-
straint solvers.

The paper is structured as follows. Section 2 discusses
the role of testing in the automatic generation of counter-
examples to proofs. Section 3 describes how proof can
be used as a means of verifying automated test case gen-
eration strategies and also as a means of performing the
automation itself. We also show how more effective test-
ing strategies can be developed based on the automatic
generation of formally specified test cases and how proof
can be used as a testing oracle. Section 4 summarises the
main contributions of the work and presents some conclu-
sions.

2 Testing and Proof

Proof conjectures can arise at various points in the V&V
process. For example, to ensure that a specification sat-
isfies certain “healthiness” criteria such as completeness
and determinism or to verify that a program is a correct
refinement of its formal specification. In all cases, in-
valid conjectures can waste a large amount of proof effort.
Therefore, before a long and arduous manual proof is em-
barked upon it is re-assuring to have a good degree of con-
fidence in the validity of the conjecture. Use of constraint
solving techniques to generate counter-examples not only
saves proof effort but can provide illustrative information
to use when tracking the fault. The generation of counter-
examples to verify properties of a specification couched in
terms of proofs is a form of testing. Typically sample data
are generated and then tested to see whether they break
the specification. If this is the case, a counter-example
has been found.

Constraint solving in general is known to be intractable
[13]. However, in practical situations, one never needs
to solve “general” constraints but a particular subset that
have restricted structures and particular input space char-
acteristics. These properties can be exploited to automate
the search for counter-examples. The authors use the Z

[16] type checker and theorem proverCADiZ [19] to au-
tomate this task. In this sense our usage ofCADiZ is sim-
ilar to that of the Nitpick Z-based specification checker
[12] that used model-checking techniques to generate
counter-examples to specification assertions. However,
CADiZ has the additional flexibility that general purpose
proof tactics can be written (using a lazy functional nota-
tion [20]), that can be invoked interactively from within
the tool and applied to any proof obligation on the screen.
Proof tactics have been written that attempt a best effort
at automatically proving conjectures of certain types (e.g.
completeness checks). If the proof fails or is inconclusive,
the tactics then perform some simplification to transform
the conjecture into a suitable form for the integrated con-
straint solvers. A number of constraint solvers can then
be invoked to attempt counter-example generation, these
include a model-checker (SMV [3]) and a simulated an-
nealing based heuristic search [6]. The amount of simpli-
fication required before the constraint solvers can be effi-
ciently applied will depend on the structure of the proof
obligations.

Such automated proof tactics have been used to good
effect when a large number of similar proof conjectures
were needed to be solved [5]. A situation which would
have otherwise been time consuming if done manually
and could have led to “reviewer blindness” leading to
missed error cases. Different constraint solvers have been
found to be effective for different input domains. For ex-
ample model-checking is only practical for discrete input
domains, whereas optimisation-based search techniques
are also suited to infinite state spaces and non-linear con-
straints.

3 Proof and Testing

Formal specifications are a good basis for testing. They
allow for a concise and unambiguous representation of the
requirements and are amenable to proof and automated
analysis. Test generation techniques for model-based for-
mal specifications [14, 8, 17] such as Z [16] or VDM-SL
[10] are typically based on the principle of partitioning
the specification into equivalence classes [9]. Equivalence
classes are partitions of the specification input space that
are assumed, for the purpose of testing, to represent the
same behaviour in the specification. Such techniques are



amenable to automation and tool support. However, as in
all cases where automation is introduced, and especially
for high integrity systems, the integrity of such tools is of
great importance. For automated testing to be able to pro-
vide confidence in the conformance of the software to its
specification, the test generation strategies must be both
verified and validated. In other words, they must not only
be shown to be correctly implemented but must also be
shown to be adept at finding errors in the implementation.

3.1 Verification of Automated Testing
Strategies

There are various criteria that can be used when verifying
that test partitioning strategies have been correctly imple-
mented. For example, the tests can be shown to com-
pletely cover the valid input space of the original speci-
fication. If this were not the case, important parts of the
implementation, that could possibly contain faults might
remain untested. If the resulting tests are represented us-
ing the same formal notation as the original specification,
these verification activities can be performed using proof.
The completeness of the generated tests (T1::Tn ) with re-
spect to the original specification (Spec) can be verified by
proving a conjecture of the following form:

Theorem1 :
` 8 Inputs � Spec , T1 _ ::: _ Tn

An example partitioning strategy identifies expressions
in the specification of the formA _ B and partitions
these into the following test casesA ^ B , :A ^ B and
A ^ :B [8] whereA andB could be complex predicates
themselves. The conjecture used to prove that these par-
titions preserve the valid input state-space of the original
specification would therefore take the following form:

Theorem2 :
` 8 Inputs � A _ B ,
(A ^ B) _ (:A ^ B) _ (A ^ :B)

This theorem can be proven in a few simple steps. The
same proof steps can be used regardless of the structure
of the expressions represented byA andB . In general,
a proof can be derived for each partitioning strategy and
used to verify the outcome each time that strategy is ap-
plied. Using the proof tactic mechanism inCADiZ the au-

thors have automated these proofs for a number of com-
mon partitioning strategies. Whenever a strategy is ap-
plied, the corresponding correctness proof can be auto-
matically invoked on the result. This ensures that, what-
ever the means of test generation, theresultcan always be
shown to be valid or otherwise. The tool can be instructed
to record the individual proof steps taken in applying a
proof tactic and these can be printed in a form amenable
to human scrutiny. Therefore, if the tool cannot be trusted,
a rigorous argument can be developed to support the va-
lidity of the proof steps.

Given a formal definition of a testing strategy as an
equivalence (e.g.Theorem 2above), the derivation of the
test cases themselves can also be automated using general
purpose proof tactics. The principle is similar in operation
to the use of Disjunctive Normal Form (DNF) to simplify
an expression into a disjunction of conjuncts that can each
be used as separate test cases. Where conversion to DNF
uses simple logic rewrite rules to distribute disjunctions,
more targeted equivalences can be formulated based on
common testing heuristics.

Test partitioning based on the formal specification of
the testing heuristics has been implemented usingCADiZ
proof tactics. Generic partitioning strategies are specified
as equivalences in the form ofTheorem 1. A proof tactic is
invoked upon the predicate to be partitioned to instantiate
the generic equivalence with the operands of the predi-
cate and simplify the whole specification to reveal a dis-
junction of partitions. Each test case is equivalent to the
original specification where the input space has been con-
strained according to one of the partitions. The complete-
ness of the partitioning strategy is left as a side conjecture
to prove to ensure that the partitioning was valid. This can
be automated by extending the partitioning tactic with the
general purpose proof for the strategy as described above.
The following simple example demonstrates how test par-
titions are derived. The example specification calculates
the square root (r !) of a positive integer (n?) and the test
partitions are generated using boundary value analysis of
the� operator (based on the premise that errors often oc-
cur on or around the boundary [2]).

The specification is given as the following Z schema1

1? and! are Z convention for inputs and outputs respectively.



SquareRoot

n?; r ! : R

n? � 0 ^
r !� r ! = n?

The boundary value analysis test heuristic for real num-
bers is specified as the following equivalence. Note that
the “just-off” the boundary case is chosen here as 0.1.
This value may vary for different applications and would
chosen by the tester based on various application at-
tributes such as the resolution of the concrete types used
to implement the abstractR type.

` 8 x ; y : R � x � y ,
(x = y) _ (y < x � y + 0:1) _ (x > y + 0:1)

An un-partitioned test specification for the schema is
described as an existential quantifier as follows:2

` 9n?; r ! : R � n? � 0 ^ r !� r ! = n?

The partitioning theorem is now introduced and instan-
tiated with the local operands. The partitioning theorem
is left as a side condition that should be proven before
the test cases can be considered valid. This results in the
following theorem:

8 x ; y : R � x � y ,
(x = y) _ (y < x � y + 0:1) _ (x > y + 0:1)
` 9n?; r ! : R � n? � 0 ^ r !� r ! = n? ^
((n? = 0) _ (0 < n? � 0 + 0:1) _ (n? > 0 + 0:1))

The side condition is proven (e.g. using a pre-
determined proof tactic) and the existential quantifier sim-
plified to leave the following three test cases.

` 9n?; r ! : R � n? � 0 ^ r !� r ! = n? ^
n? = 0

` 9n?; r ! : R � n? � 0 ^ r !� r ! = n? ^
0 < n? � 0:1

2This can be roughly interpreted as: there exist some values forn?

andr ! that satisfy the specification and can therefore be used as suitable
test data.

` 9n?; r ! : R � n? � 0 ^ r !� r ! = n? ^
n? > 0:1

Once the test partitions have been produced, satis-
fying test data can be generated by “solving” the ex-
istential quantifications using the constraint solvers in
CADiZ. The partitioning method described above sup-
ports work by Stocks and Carrington [17, 18]3 who pro-
posed a framework for the derivation and specification
of test cases based on the Z notation (the Test Template
Framework). The method of test case derivation described
here complements that work by providing a mechanism
for automatically applying the test heuristics to reveal the
test partitions that can then be structured using the Test
Template Framework.

3.2 Validation of Automated Testing Strate-
gies

Mutation testing [7] is a fault-based testing technique that
deliberately injects faults into a program in order to as-
sess a test set’s adequacy at detecting those faults. Based
on the number of injected faults detected (mutation score),
conclusions about the general fault finding ability (muta-
tion adequacy) of the test set can be formed. Mutation
testing provides a means of validating the test strategies
discussed in the previous section. Automatic test case
generation, as described above, can provide a statistically
significant number of test cases for various strategies. The
mutation adequacy of each of these strategies can then be
assessed to compare their relative effectiveness at detect-
ing faults [1].

Expressing a test case specification as a formal specifi-
cation from which the test data are generated also opens
up the possibility for some additional manipulation to in-
crease the mutation score of the data. Mutation techniques
can be applied at the specification level to create specifi-
cations that represent an abstract description of potential
faults in the implementation (as first suggested by Budd
and Gopal [4]). If test data can be generated from the
original specification that identify (kill) the mutants, that
data is also likely to achieve a relatively high score at
the program level. The data generated from the specifi-
cation would have been “hardened” in some sense against

3As well as building on other important work in the area such as
[11, 14, 8].



the likelihood of encountering co-incidental correctness
in the implementation.

In general, the number of mutants that can be gener-
ated for an expressive formal specification notation such
as Z would be extremely large. However, in practice, only
a subset of the notation would be used for any particular
application domain. In this case, the number of possi-
ble mutants would be limited. From within this subset
more selective choices of which mutation strategies to ap-
ply can be made by analysing the mutation score of par-
ticular testing strategies. Hardened test data can then be
generated from the test cases by strengthening the predi-
cate of the test case to improve the probability that data are
generated to kill the chosen set of specification mutants.
In some cases, one set of test data could be generated to
kill a number of mutants. However, where the hardening
predicates are inconsistent, several sets of test data may
need to be generated. Take as an example, the following
simple test case for a system which averages two num-
bers:

9A;B ;Result : N � Result = (A+ B)div2

The test data can be hardened against the mutation
where the+ is replaced by a� by adding an inequality to
the test case.

9A;B ;Result : N j (A+ B) 6= (A� B) �
Result = (A+ B)div2

The hardening predicate in this case was(A + B) 6=
(A � B). This represents a necessary condition for de-
tecting the mutant but, in general, will not always be suf-
ficient. Depending on other mutations that may arise else-
where in the implementation, the new test case can not be
guaranteed to produce data which kills the mutant, but is
more likely to do so than without the hardening predi-
cate. Mutation analysis was briefly mentioned by Stocks
and Carrington [17] as an alternative testing heuristic to
domain propagation in their Test Template Framework.
However, the authors believe there is still scope for re-
search in investigating effective mutation strategies for
Z-based test sets and whether mutation analysis can be
combined with standard domain partitioning to provide
more effective test sets. Therefore, future work will evalu-
ate various criteria for designing the hardening predicates
and their relative efficacy at increasing mutation scores

when applying the tests to the implementation. If harden-
ing predicates could be automatically generated based on
a known set of specification mutations, it may be possi-
ble to use the feedback from traditional mutation testing
approaches (for assessing the effectiveness of test sets) to
automatically select the most effective test strategies for
particular types of program.

3.3 Proof as a Testing Oracle

Test data generated from formal specifications are typi-
cally not at the same level of abstraction as is needed
to test the implementation. Some refinement will be
needed to exercise the implementation with the test in-
puts. For implementations which do not preserve the
structure of the original specification this refinement
may be difficult. In addition, some specifications may
be non-deterministic, eliminating the possibility of pre-
calculating expected test results.

An alternative to the structured decomposition of the
specification into test cases and expected results, as dis-
cussed above, is to use a “generate and test” approach.
Test inputs are chosen via any means (e.g. randomly)
and the results of applying the inputs to the implemen-
tation are then checked for conformance with the speci-
fication. This approach can also be used in conjunction
with the partition-based testing. A statistically significant
number of samples can be chosen from each test parti-
tion to increase the confidence in the equivalence class
hypothesis used to generate the test cases. In either case,
the process of checking the test inputs and outputs against
the specification requires a test “oracle”. If enough re-
finement information is known to transform the concrete
inputs and outputs of the system into their equivalent in
the abstract specification, the formal specification and au-
tomated proof tactics can be exploited to form an auto-
mated oracle. The specification is instantiated with the
inputs and outputs and a proof tactic is used to simplify
the expression toTrue (test passed) orFalse(test failed).
Such simplification is ideally suited to automated theo-
rem provers as it typically involves applying many “one-
point” simplifications until the expression is reduced to
eitherTrueor False.



4 Conclusions

In this paper we have shown how judicious use of testing
and proof to support one another can lead to significant
benefits for the software V&V process, both in terms of
increased automation and integrity. The use of counter-
example generation can save much wasted proof effort
and the use of proof to support test case design can be
used to demonstrate the correctness of the test partition-
ing techniques as well as offering a means of automation
in itself.

The high level of automation is made possible because
of the combination of restricting the subset of the formal
notation used, the ability to predict the structure of the
proofs that are required (and therefore the ability to re-
use proof tactics many times) and the use of a powerful
theorem proving tool with integrated constraint solving
abilities. In the authors’ experience in aerospace applica-
tions, these restrictions did not need to be contrived but
occurred naturally as a property of the domain and the
types of proof that were performed.

Some of the techniques described here (e.g. counter-
example generation and automated test case and data gen-
eration) have already been applied to a large industrial
case study [5]. Other techniques, (e.g. automated proof
as a testing oracle and application of mutation testing con-
cepts) require more research to fully explore their poten-
tial. In particular, the use of mutation testing techniques,
both at the code and specification level appears a promis-
ing method of automatically generating effective and ef-
ficient test criteria for Z-based testing of particular appli-
cation domains. This is an area of research that is made
possible by the automated framework described in this pa-
per and will be the focus of future work.
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Abstract

The authors are part of a larger group at the
National Institute of Standards and Technology
(NIST), George Mason University (GMU), and
the University of Maryland, Baltimore County
(UMBC). Projects directed by group members use
formal methods, particularly model checking, to
investigate the generation and recognition of test
sets for software systems. Our positions, in or-
der of increasing potential controversy, are 1) the
use of speci�cations is an important complement
to code-based methods, 2) test set recognition is as
important as test set generation, and 3) in spite
of some known limitations, our generic frame-
work for testing, with a test criterion as a pa-
rameter and a model checker for an engine, is a
general approach that can handle many interest-
ing speci�cation-based test criteria.

1. Our Relevant Work

For the context of our position, we summarize
our recent contributions to speci�cation-based
testing using a model checker. Model checkers,
which evaluate �nite state machines with respect
to temporal logic constraints, are chosen in favor
of theorem proving approaches because 1) signif-
icantly less expertise is required of the end user,
thereby enhancing automation, 2) model checkers
are enjoying an explosive growth in applicability,
and 3) the counterexamples from a model checker
may be directly interpreted as test cases.

In our original paper on the topic [4], we de-
�ned mutation testing for model checking spec-
i�cations, speci�cally SMV descriptions. We
de�ned one class of mutation operators that

changed the state machine description; these op-
erators result in failing tests, that is, tests that a
correct implementation must reject. We de�ned
another class of mutation operators that changed
the temporal logic constraints on the state ma-
chine; these operators result in passing tests, that
is, tests that a correct implementation must ac-
cept. The model checker identi�es equivalent mu-
tants: these are temporal logic constraints that
are consistent. We generated tests for a small ex-
ample, ran them against a target implementation,
and measured code branch coverage.

Generating tests to \kill" all mutants is the
�rst test criterion we investigated. Some other
speci�cation-based criteria are stuck-at faults [1],
CCC partitions [6], MC/DC [7], automata the-
oretic [8], branch coverage [10], disconnection or
redirection faults [11], and transition pair cover-
age [13]. Test generation then is the problem of
�nding tests which ful�ll the goals embodied in
the criterion. Test set recognition is the conju-
gate of test generation. Whereas test generation
asks, \What tests will satisfy the test criteria?",
test recognition asks, \How much of the test cri-
teria do these tests satisfy?"

In follow-on work [3], we addressed test set
recognition for a re�nement of the mutation anal-
ysis scheme. In particular, we de�ned a metric in
terms of number of mutants killed by a given test
set compared to the total number of killable mu-
tants. We showed how to turn tests from a can-
didate test set into "forced" state machines and
then use the model checker to compute the metric.
We analyzed various factors that could introduce
distortions, such as semantically equivalent mu-
tants and mutants that are killed by every test
case, were analyzed.



We analyzed di�erent mutation operators both
theoretically and empirically [5]. For theoretical
analysis, we applied predicate di�erencing and a
hierarchy of fault classes [12]. To experimentally
con�rm the conclusions, we generated tests us-
ing many mutation operators for three di�erent
small examples and compared relative coverage of
the di�erent operators. Although mutation oper-
ators do not correspond exactly to fault classes,
we found good correlation between them. We de-
�ned a composite mutation operator which gave
the maximum coverage, and found a single muta-
tion operator which gave nearly-maximum cover-
age using far fewer mutants.

Although the above methods work well for
state machine speci�cations, most speci�cations
are written at higher levels in Z, UML, OCL,
SCR, etc. So to be practical, there must
be (semi-)automatic ways of extracting simpler
pieces which can be analyzed. In [2] we de�ned a
new algorithm to abstract a simple state machine,
focusing on some states of interest to an analyst,
from an unbounded description. We proved that
the algorithm is sound for test generation. That
is, any test produced corresponds to a passing
tests in the original unbounded description.

We also applied the work to the problem of net-
work security [14], particularly cases where con-
�guration changes on one machine can lead to vul-
nerabilities on other machines in a network. Net-
work con�gurations were encoded as a state ma-
chine, along with the transformations produced
by known attacks. Security policies are stated in
the temporal logic in forms such as "Under a set of
assumptions, someone outside the �rewall cannot
obtain root access on machine X." If the con�g-
uration in fact allows such access given the set
of known attacks, a counterexample is produced
illustrating the attack.

In work underway, we encoded di�erent test
criteria as temporal logic constraints. Us-
ing a model checker, we analyzed branch cov-
erage [10], uncorrelated full-predicate coverage
(similar to Multiple Condition/Decision Coverage
or MC/DC [7]), and transition-pair coverage [13],
in addition to mutation coverage. We found that
di�erent metrics are easily encoded into temporal
logic, with some limitations, and that interesting
theoretical comparisons between metrics are fa-
cilitated by formalizing them.

To scale these methods up to problems of use-
ful size and general nature, we successfully ap-
plied them to several di�erent examples. We
began with small, well-known examples such as
Cruise Control and Safety Injection. We also
modeled the operand stack of a Java virtual ma-
chine and several functional source code bench-
marks for unit testing, then generated good test
sets. Currently we are applying the method to a
part of a 
ight guidance system from an aerospace
�rm and to a secure operating system add-on for
a Unix derivative.

Other Work

The earliest work we know of on generat-
ing tests using model checkers is when Callahan,
Schneider, and Easterbrook [6] mentioned that
counterexamples generated from SPIN, Mur�, or
SMV model checkers can be used as test cases.

Engels, Feijs, and Mauw [9] named some gen-
eral concepts, such as \test purposes" (some goals
to achieve with testing) and \never-claim" (sub-
mit the negation of what you want so the model
checker �nds a positive instance). They discussed
positive and negative testing. Positive testing
checks that the system does what it should, which
is appropriate for general system checks. Nega-
tive testing looks for a particular action the sys-
tem should not do. The disadvantage is that one
must specify the errors to look for, but it may be
useful in searching for particular errors.

Most recently Gargantini and Heitmeyer [10]
developed a requirements branch or case cover-
age test purpose using the SPIN or SMV model
checkers. Also conditions in requirements may be
elaborated in the test purposes to exercise bound-
ary conditions, for instance, x � y may be split
into x > y and x = y.

2. Research Questions

In January 2000 the group held an informal
workshop at NIST. Some 20 scientists, professors,
and students spent half a day sharing their views
on the work, listing programs we need, and de�n-
ing research topics and questions, such as:

1. What are the e�ects of semantically identi-
cal, but syntactically di�erent speci�cation
styles on test set quality?



2. How do we make tests observable?

3. How can we partition a huge model be-
tween light- and heavy-weight formal meth-
ods, then combine their results to get tests?

4. What are the advantages and disadvantages
for test generation or expressibility with
SMV and SPIN (CTL vs. LTL)?

5. How can (should) we trade o� number of
tests and coverage?

6. What are good (semi-)automatic abstrac-
tions from large, even in�nite descriptions for
test generation?

7. Can we use state machine mutations (failing
tests) to check systems for safety?

8. What are a good set of mutation operators,
e.g., for larger models.

9. How do duplicate mutants a�ect coverage
metrics? Do some sets of mutation operators
produce many or few duplicates?

3. Position Statement

� The use of speci�cations is an important
complement to code-based methods.

This is an old position, but we argue that re-
cent trends in software development and testing
make it more compelling. The traditional argu-
ment, which is still valid, is that without a speci-
�cation, we do not know to test for features which
are entirely missing from the source code. More
importantly, in acceptance tests of binary pro-
grams or conformance testing without a reference
implementation, there is no source code available
at all. During rapid development it may be help-
ful to write tests in parallel with or even preceding
coding; such a model is directly supported by the
use of "use-cases" in requirements analysis. Use-
cases are essentially system tests, and analyzing
use-cases with respect to speci�cation-based test
metrics is an important research area. Further,
there is a body of research that aims to intro-
duce formal methods into industrial development
by amortizing the cost of developing formal spec-
i�cations over other, traditionally expensive, life-
cycle phases, particularly testing. Model-checkers

are a relatively new, but powerful tool in achiev-
ing this objective.

� Test set recognition is as important as test
set generation.

There are basically two thrusts to this argu-
ment, one theoretical and the other practical.
The theoretical argument is that scienti�c com-
parisons between test methods bene�t greatly if
a test set produced by method A can be evaluated
directly and without bias with respect to method
B. Test methods that focus purely on test gener-
ation do not satisfy this objective. The practical
argument is that industry has an enormous in-
vestment in existing test sets, primarily in regres-
sion test sets, but also in new development arti-
facts such as use-cases from requirement analysis.
To retain the value of this investment, it is much
more helpful to critique the existing artifacts with
statements of the form, "Tests of type X and Y
are missing," rather than merely providing a new
test set that bears no relation to the existing ones.

� In spite of known limitations, our generic
framework for testing, with a test criterion
as a parameter and a model checker for an
engine, is a general approach that can han-
dle many interesting speci�cation-based test
criteria.

We de�ne a model whereby a test criterion is
paired with a speci�cation of a speci�c applica-
tion, and, with as much automation as possible,
test requirements speci�c to the application are
generated and satis�ed with speci�c tests, either
new or old. The key is the degree of automa-
tion. We believe that using a temporal logic to
express the test requirements and a model checker
to create and/or match test cases to test require-
ments is a general purpose approach suitable for
many speci�cation-based test methods. As de-
scribed above, this approach has been successful
for a variety of interesting test criteria. One in-
teresting aspect of this line of research has been
in discovering where the method falls short. The
signi�cant result so far is that any test require-
ment that places constraints on pairs of tests (as
opposed to individual tests) is not well handled by
a model checker, since counterexamples are typi-
cally generated one at a time. An example is the



MC/DC metric, popular in avionic applications.
In MC/DC, pairs of tests are required to di�er in
the value of exactly one condition. The research
question is how to work around this expressibility
constraint.
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Abstract

In this position paper we propose an overall methodology
for specification-based testing that is founded on a formal
model of component systems. We motivate the importance
of clearly defined description techniques and cover their
role with respect to techniques for the generation and vali-
dation of test cases.

1 Introduction

Traditionally, the role of formal development techniques in
system testing has been rather weak, partly due to the wrong
perception that the use of formal techniques can abolish the
need for testing. However, experience has shown that this
assumption does not hold in practice, as the effort for the
formal verification of large real systems is not manageable
in most cases. In this paper, we want to show that formal
techniques can and should be used not to abolish, but to
supplement the established testing methodologies.
Testing is an established discipline in software engineer-
ing, and there exists a variety of tools, techniques, and pro-
cess models in this area [Bei90, Gri92, Kit95]. Most infor-
mal methodologies rely on the creation of two completely
separated models: the design specification is used to de-
scribe the system’s functionality and architecture, while the
test specification characterizes the set of corresponding test
cases. At the one hand, this separation is necessary to un-
cover omissions and errors not only in the code of a sys-
tem, but also in its design specification. At the other hand,
much effort must be put into assuring the consistency of the
two models in order to make tests possible and meaning-
ful. Furthermore, the informal approach seems to reach its
limits with large distributed component systems. Here, the
absence of a global state makes it very difficult to specify
and perform reasonably complete, reproducable tests with-
out relying strongly on the system’s design specification.
Most specification-based methods try to resolve these dis-
advantages by generating code and test cases from a com-

mon formal design specification [Ulr98]. However, this ap-
proach gives up the decisive advantage of separating both
specifications—according to it, only specified properties of
the system can be tested.
In this position paper, we propose a more general approach:
Both system specification and test specification should be
based on a common formal model with clear definitions and
consistency conditions for design concepts as well as test-
ing concepts. Thus, developers can use formally founded
description techniques to specify the component system and
its test cases, both derived from the informal user require-
ments. Techniques and tools based on the formal model
allow to check the consistency of the test model with the de-
sign model, even if they both have been created more or less
independently. Furthermore, the approach offers the possi-
bility of generating test cases both from the design specifi-
cation as well as from the test specification.
In the following section, we first explain our vision of
specification-based testing and clarify the base concepts. In
Section 3, we then cover the role of formally founded de-
scription techniques, especially with respect to integration
testing. Section 4 deals with techniques and methods for the
use of such description techniques, focusing on the genera-
tion and validation of test cases. A short conclusion with an
outlook ends the paper.

2 Specification-Based Testing

In our view, a universal componentware development
methodology consists of four basic constituents (cf.
[BRSV98c]). Testing plays an important role with respect
to all of them:

System Model: The formal system model represents the
foundation of the methodology. It defines the es-
sential concepts of componentware, including math-
ematical definitions for the notion of a component,
an interface, and their behavior. Also contained are
definitions for testing concepts like test runs or test



results [BRS+ar].

Description Techiques: The formal system model is not
intended to be used for development directly, as us-
ing it requires experience with formal methods. For
developers, a set of intuitive graphical and textual de-
scription techniques is provided in order to describe
and specify the system and its components. This
pertains not only to design descriptions of the sys-
tem itself, but also to test case specifications and
the corresponding consistency conditions [HRR98,
BRSV98c].

Process Model: In order to apply the description tech-
niques in a methodical fashion, a development and
testing process has to be defined. In the small scale,
this pertains to single techniques like the transforma-
tion and refinement of diagrams or the generation of
test cases from design specifications. In the large
scale, the development and testing activities of devel-
opers, testers, and managers in different roles have to
be coordinated. This includes, for example, the defi-
nition of new roles like black box testers for commer-
cial components, or test case designers for distributed
integration tests [BRSV98a, BRSV98b, ABD+99].

Tools: At least, tools should support the creation of de-
scription techniques. Furthermore, they should be
able to generate part of the code, the documenta-
tion, and the test cases for the system. Beyond that,
many applications are possible, ranging from consis-
tency checks over simulation to development work-
flow support [HSSS96].

Based on former work on system models and formal de-
scription techniques [Bro95, KRB96, GKR96, BHH+97],
we have presented a formal componentware system model
in [BRS+ar], yet without explicit support for test concepts.
The base concepts of the model in its current form are as
follows:

� Instancesrepresent the individual operational units of
a component system that determine its overall behav-
ior. With componentware, this pertains to compo-
nent, interface, and connection instances, and their
various relations and properties. Each component
instance has a defined behavior, determining its in-
teraction history with respect to incoming and out-
going messages and to structural changes. As the
whole component system can be seen as a compo-
nent itself, the state and interaction history of whole
component systems can also be captured. This in-
cludes not only interactions between communicating
components, but also the structural behavior of the
system, understood as the changes to its connection
structure and the creation and deletion of instances at
runtime.

� Typesaddress disjoint subsets of interface resp. com-
ponent instances with similar properties. Each in-
stance is associated to exactly one type. Component
types are used to capture component instances with a
common behavior.

� Descriptionsare assigned to types in order to char-
acterize the behavior of their instances. Our notion
of a description is very wide: examples are interface
and component signatures, state transition diagrams,
extended event traces, or even source code. For each
description, there exists an interpretation which trans-
lates the notation into terms of the formal system
model. Each description can thus be represented by
a predicate which checks whether certain properties
of the system are fulfilled. Based on this clear, for-
mal understanding, consistency conditions between
the different description techniques can be defined.

Ideally, all descriptions should hold for all described in-
stances. In practice, however, only few descriptions may
be checked or enforced statically—apart from simple inter-
face signatures, this requires formally founded description
techniques with refinement and proof calculi that allow the
verification or generation of code. In practice, one mostly
has to resort to extensive testing.
In the context of the outlined methodology and the formal
system model, the testing approach proposed in the intro-
duction can now be presented in more detail. According
to our vision for an overall specification-based component-
ware testing methodology, developers elaborate two differ-
ent specifications based on the initial, informal customer
requirements: the formal system specification as well as the
formal test specification. Both are specified with intuitive
graphical and textual description techniques based on the
common formal system model. Developers are provided a
variety of techniques and tools, for example, for checking
the consistency between the two models, for generating test
cases from design and test descriptions, and for validating
the consistency of manually created test cases with the de-
sign descriptions (cf. Section 4).
Once all specifications have been elaborated to some extent,
testing itself can start. First, the initial system state specified
in the respective test case has to be established by creating
the corresponding component instances, setting their state,
and creating the connections between them. During the test
run, the external stimuli described in the test case have to
be executed on the component instances, and the resulting
communication and structural behavior must be checked for
compliance with the specification given in the test case. At
the end of the test run, the final state of each component
instance and the connection structure of the system has to
be compared with the desired state and connection structure
specified in the test case.
In the next section, we make some remarks about suitable
description techniques, especially with regard to the repre-



sentation of integration test case descriptions.

3 Description Techniques for Inte-
gration Testing

As told in the previous section, there exists a variety of dif-
ferent description techniques for various aspects of a sys-
tem. We want to base our work on the techniques provided
by the UML [Gro99], adapting and refining them when nec-
essary. With respect to integration testing, the following
kinds of graphical description techniques are especially in-
teresting:

� State-based descriptions, likestate transition dia-
gramsbased on input/output automata are well suited
to describe the state changes and the communication
behavior of components or (sub)systems.

� Structural description techniques, likeinstance dia-
gramscan be used to describe the connection struc-
ture of a component system.

� Interaction-based descriptions, likesequence dia-
grams, can be used to describe exemplary or desired
interaction sequences of the components in a system.

Based on these three graphical description techniques,test
case descriptionscan be composed. A typical test case may
contain:

� A specification of aninitial configuration, described
by an instance diagram and state diagrams for the par-
ticipating components.

� A specification of thetest case behavior, pertaining
to the communication of the considered components
with each other and with the test environment as well
as to their structural behavior. This specification con-
tains sequence diagrams or state transition diagrams
specifying the external stimuli that have to be initi-
ated by the test environment during the test run as
well as the expected output reactions of the test ob-
ject. With respect to the structural changes, instance
diagrams can be used to specify desired intermediate
configurations.

� A specification of the desiredterminal configuration,
similar to the specification of the initial configuration.

While this overall approach seems to be viable, there re-
main many open questions, for example, with respect to
the adequate syntactical representation of test cases, the ex-
act semantics of state transition diagrams and sequence di-
agrams, and the treatment of nondeterministic descriptions.
Another question arises with instance diagrams: like most
other structural description techniques, they can only cap-
ture snapshots of a system configuration at a certain time,

making them unsuitable for the description of the behavior
of large dynamic systems.
The following steps have to be done in order to develop
a toolkit of description techniques suitable for integration
testing:

1. Identification of requirements for description tech-
niques that are suited for the description of the be-
havior of a distributed component system.

2. Elaboration of a toolkit of formally founded descrip-
tion techniques.

3. Definition of integration test case descriptions based
on the toolkit of description techniques.

4 Methods and Techniques

The development of a successful test design is both an ex-
tensive and difficult task. On the one hand, a large amount
of test data has to be generated and managed. On the other
hand, each test case should be of high quality in order to
maximize the probability of finding remaining faults.
In the context of an overall integration testing methodology
based on graphical descriptions, at least the following test-
ing activities should be supported:

� Generation of test cases from design and test specifi-
cations.

� Consistency checking of manually created test cases
with design specifications.

� Automated execution of test cases and evaluation of
test results.

� Visualization of test results and animation of test runs
based on graphical descriptions.

� Analysis of test coverage and likelihood of error de-
tection.

� Management, organization, and documentation of
test results.

As the manual creation of test cases is a rather tedious
and error-prone process that requires much effort, we
want to focus on the automatic generation and valida-
tion of test cases. As has been shown, automating test
case generation can make testing easier and more effec-
tive [JPP+97]. Several techniques for automatic test case
generation from behavior descriptions like Mealy Machines
[Cho78, ADLU91, FvBK+91, Ura92], X-Machines [IH98],
VDM [DF93], or Z [Sad99, HNS97] have been developed
in the past. Recently, these techniques have been applied
to current industrial graphical description techniques like
ones provided by UML [Gro99]. Unfortunately, the new
approaches consider only single aspects of UML and the



testing process. For example, [KHBC99] presents a method
for generating test cases from UML state diagrams. As the
scope of the discussed method is clearly restricted to unit
testing, further work is is needed for integration testing.
Furthermore, other approaches used for test case genera-
tion and validation should be incorporated into the testing
process. We propose, for example, the use of the classifica-
tion tree method developed by Grimm [Gri95]. This method
is particularly well-suited for choosing concrete input data
by classifying the input data space. In addition, techniques
based on model checking can complement the testing pro-
cess by generating additional test cases from system prop-
erties [EFM97] or by validating test cases derived from a
test specification [NS93]. We believe that a powerful test-
ing methodology should provide a toolkit of techniques for
test case generation and validation.
Therefore, in parallel to the development of suitable de-
scription techniques (cf. Section 3), the following steps
have to be performed for the development of an adequate
testing methodology:

1. Analysis and evaluation of existing algorithms with
respect to the covered description techniques and the
special needs of integration testing.

2. Analysis and evaluation of complementary genera-
tion and validation techniques for integration testing.

3. Development of test case generation and validation
techniques for high-level graphical description tech-
niques.

4. Integration of selected techniques into a consistent
toolkit.

5 Conclusion and Outlook

The research agenda as given at the end of Sections 3 and
4 represents only the first step on the way to a practical
specification-based testing methodology. After the concep-
tual foundation has been developed, the techniques should
be validated on a small application example, for example,
in the context of a distributed CORBA system.
Further work is then needed to transfer the method into
practice. First, a suitable test infrastructure for the execu-
tion of test cases must be developed. In the following, tool
support for the generation of test cases from graphical de-
scription techniques has to be provided, for example, by
extending an existing CASE tool.
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Abstract

This paper presents initial results in model checking
multi-threaded Java programs. Java programs are
translated into the SAL (Symbolic Analysis Labo-
ratory) intermediate language, which supports dy-
namic constructs such as object instantiations and
thread call stacks. The SAL model checker then ex-
haustively checks the program description for dead-
locks and assertion failures. Basic model check-
ing optimizations that help curb the state explo-
sion problem have been implemented. To deal with
large Java programs in practice, however, supple-
mentary program analysis tools must work in con-
junction with the model checker to make verifica-
tion manageable. The SAL language framework
provides a good starting point to interface new and
existing analysis methods with the model checker.

1 Introduction

The Java programming language is becoming in-
creasingly popular for writing multi-threaded ap-
plications. In particular, many Internet servers are
written in Java. Since Java has multi-threading
built in among other advantages, we expect it to
gain popularity in other areas such as embedded
systems where multi-threading is useful.
Developing multi-threaded programs is notori-
ously difficult, however. Subtle program errors can
result from unforeseen interactions among multi-
ple threads. In addition, these errors can be very
hard to reproduce since they often depend on the

∗Jens Skakkebæk is now at Adomo Inc., Cupertino, CA.

non-deterministic behavior of the scheduler and the
environment.
It is thus desirable to provide tools for software
developers that automatically detect errors due to
multi-threading. The tools should generate de-
tailed error traces to help the developer during
the debugging phase. We have developed such a
tool based on model checking. A model checker ex-
plores all reachable states of a system model, check-
ing whether they satisfy the user-provided correct-
ness specification including the absence of dead-
locks and assertion failures. Our tool verifies mod-
els described in the SAL (Symbolic Analysis Labo-
ratory) intermediate representation [10], that Java,
among other languages, can be translated down to.
Our research focus was in developing a frame-
work that is tailored towards software verifica-
tion. The SAL model checker supports dynam-
ically changing data structures, which are used,
for example, to model Java object creation and
call stacks. Popular traditional model checkers like
SPIN [12] or Murϕ [5] support only constant-size
data structures, although an extension of SPIN
called dSPIN [4] has been recently developed to
support dynamic data structures. Nonetheless, the
SAL model checker and the broader SAL language
framework was initially designed with software ver-
ification in mind, with the intention of providing a
system that can deal efficiently with the dynamic
aspects of software.
The main challenge in model checking is the state
explosion problem – the number of states in the
model is frequently so large that model checkers
exceed the available memory and/or the available
time. We have incorporated into our tool two tech-



niques to combat state explosion, a form of partial
order reduction and hash compaction, and are in
the process of implementing additional optimiza-
tions.
We also plan to integrate the SAL model checker
with program analysis tools that prepare large pro-
grams for efficient verification. Our model checker,
for instance, could serve as a back-end to the Ban-
dera [2] framework, giving us direct access to Ban-
dera’s slicing and abstraction tools that may turn
intractable verification models into tractable ones.
To allow for easy integration with Bandera, we
chose to use McGill’s Jimple [17], a three-address
representation of Java byte-code on which the Ban-
dera tools operate, as the input language of our
model checker.
Related works include the model checkers Java
PathFinder [11] and JCAT [3], both of which trans-
late Java into SPIN’s input language PROMELA.
Since SPIN does not support dynamic data struc-
tures, they have to allocate fixed-size heaps and
stacks. In addition, both tools translate directly
from Java source code rather than from byte-code.
Hence, they cannot be easily integrated into Ban-
dera nor verify programs where only the byte-code
is available. Moreover, the translation process
is more complicated since several advanced Java
features like exceptions have a simpler byte-code
representation than a source-code one. The Java
PathFinder group at NASA is in the process of ad-
dressing many of these issues with a new version of
their model checker.
Recently, there has been increasing interest in
verification tools that rely on the execution of ac-
tual code, eliminating the need to represent pro-
gram states and statements using a specialized de-
scription language. VeriSoft [9], for example, can
detect errors in C-style concurrent programs by
monitoring program execution and systematically
directing the scheduler. More recently, Bruening
has integrated a deterministic tester into the Rivet
Virtual Machine at MIT, that can detect deadlock
and assertion failures in Java programs [1]. The
tool relies on checkpointing system states in the vir-
tual machine to backtrack to previous states during
testing, but like VeriSoft, does not store states that
it has already visited. Hence, the disadvantage of
these tools is that the same state may be visited
multiple times. Consequently, large portions of the
state space may be explored redundantly, and non-

terminating programs (e.g., server-side processes
that loop indefinitely) become problematic. The
SAL model checker borrows ideas from VeriSoft-
like tools, but couples them with model checking
techniques to efficiently explore the state space.
Furthermore, our model checker is written in C++
with run-time efficiency in mind.

After giving a high-level overview of the model
checker in Section 2, details of the model checker
and the methods to increase the size of the models
that it can handle are explained in Section 3. Sec-
tion 4 describes the translation steps from Jimple
to an executable model checker. We give results
on several Java sample programs in Section 5, and
conclude in Section 6.

2 Overview of the Model

Checker

The SAL model checker explores all reachable
states of a given Java program. The two sources of
nondeterminism during this state exploration are
the choice of the next thread to run (scheduling)
and the input values from the environment. The
model checker currently detects deadlocks and as-
sertion violations.

The model checker executable is generated in a
sequence of translation steps that includes convert-
ing Jimple into the SAL intermediate language [10].
Using an intermediate representation has two ad-
vantages. First, languages other than Java can be
translated into the intermediate representation, re-
ducing the effort to develop a model checker for
each new language. Second, other analysis tools
that accept SAL as their input language can be
readily used to analyze Java.

SAL is a language for describing transition sys-
tems. The transition system is described with a set
of guarded commands, each of which consists of a
boolean condition on the current state and an asso-
ciated action that changes the current state into the
next state. SAL has two slightly different forms –
Level 1 and Level 0. While SAL Level 1 has explicit
guarded commands, SAL Level 0 folds the guarded
commands into one large transition function.

The SAL language has several features that make
it a good target for software model checkers. First,
SAL provides unbounded arrays whose sizes vary



dynamically. These arrays are used, for exam-
ple, to hold dynamically created Java objects and
threads. (A Java thread is an object of class
java.lang.Thread.) Second, SAL has abstract
data types that can be used as unions. A stack
frame, for example, is modeled as a record con-
taining, among other fields, a union that can hold
values for each possible method return type.
The model checker executable is generated in the
following steps as depicted in Figure 1.

• Java and Java byte-code. Either language
can be used as input language to our model
checker.

• Jimple. Generated by Java byte-code to Jim-
ple translator, which we extracted from the
Bandera framework.

• SAL Level 1. Generated by our Jimple to
SAL translator.

• SAL Level 0. Generated by a trivial transla-
tor from SAL Level 1.

• C++. Generated from SAL Level 0 by our
SAL to C++ translator. An executable of the
model checker is obtained by compiling this
C++ file together with the C++ model check-
ing core.

3 Model Checking SAL

The SAL model checker does an exhaustive search
of the state space by either a depth first or breadth
first traversal. Starting from the initial state, it
considers the set of rules whose guarding conditions
are enabled in the state. For each enabled rule, the
checker generates a successor state by executing the
associated action. The resulting state is stored in
a hash table so that it is not re-expanded if it is
encountered again. A brute force approach would
generate a new successor state for each enabled rule
that is fired, where a rule would roughly correspond
to one program statement. However, this results
in many unnecessary interleavings between state-
ments that are independent of one another.
As an initial step to combat state explosion,
we adopt the strategy of executing a sequence of
rules local to a thread atomically and interleaving
threads only when a global operation is performed.

In particular, the SAL model checker uses a tech-
nique called atomic blocks that Bruening developed
for the Rivet Deterministic Tester [1]. Secondly,
we use hash compaction to contain the otherwise
unmanageable memory usage necessitated by large
state spaces and state vectors. These model check-
ing techniques are described in the rest of this sec-
tion.

3.1 Atomic Blocks

The SAL model checker uses a form of partial or-
der reduction called atomic blocks [1], that is driven
by synchronization constructs and for which static
analysis is not required. The main idea is to execute
one thread as long as possible before generating a
new state, after which other threads may be sched-
uled. This is safe provided the operations of the
other threads can not possibly interfere with the
operations of the current thread being executed.
The algorithm differs from the usual VeriSoft-like
approach where a global state is defined by the ex-
ecution of a “visible” operation, i.e. an operation
on a shared variable. Because threads in Java share
the same address space, most variable accesses are
potentially visible operations and the interleaving
of threads may become too fine grained.
The atomic block method assumes that accesses
to shared variables are always protected by locks.
Although our tool does not currently enforce this, it
will be extended with techniques used in data race
detection tools for multi-threaded programs. Race
detection methods based on the happens-before re-
lation check that conflicting memory accesses from
different threads are ordered by synchronization
events [13] [6]. Another example is Eraser [15],
a dynamic race detection tool developed at DEC.
Eraser keeps track of what locks each thread owns
when it accesses a shared variable at run time.
When the set of locks one thread holds is disjoint
from the set of locks another thread owns when
they access a common variable, Eraser issues a
warning since the variable should have been pro-
tected by a common lock. Finally, static type-based
analysis has also been successful in detecting race
conditions in large Java programs [7].
Having stated the assumptions, a brief summary
of Bruening’s atomic block algorithm is given here.
At a state s, we generate its successors by taking
each enabled thread in turn and executing it until



-DYD

E\WH�FRGH

-LPSOH
(3-address code;
easier to analyze)

6$/

/HYHO �

6$/

/HYHO �

&��
(C++ representation

of SAL Level 0)

-DYD

3URJUDP

(UURU

7UDFH

&�� 0RGHO

&KHFNLQJ &RUH

0RGHO

&KHFNHU

Figure 1: Translation steps in the model checker

an unlock operation is performed or the thread dies.
Ignoring nested locking for the moment, note that
in Figure 2(a) the sequence of statements (rules)
between Unlock(A) and Lock(B) must only modify
variables local to the thread since we assume that
accesses to shared variables require the acquisition
of locks. Hence, it is unnecessary to interleave such
statements with statements from other threads.

Similarly, the statements within the synchro-
nized region delimited by Lock(B) and Unlock(B)
can be executed atomically since no other thread
can access B while the lock is held. Furthermore,
region X and region Y can actually be executed
in the same atomic block because any operation by
any other thread that may execute between the two
regions must be independent of region X. We only
have to consider schedules where such operations
occur before region X. Therefore, we can safely ex-
ecute each thread until an unlock is performed, at
which point we return the new state.

In the case of nested synchronization blocks, the
atomic block algorithm will span multiple locking
operations. In Figure 2(b), for instance, the atomic
block for T1 will begin with Lock(A) and end with
the first unlock, namely, Unlock(B). This may seem
as though we are neglecting certain schedules, e.g.,

the case in which thread T2 modifies B while T1
has locked A but not B. Yet, such schedules can
be ignored since we will consider the schedule in
which T2 modifies B before T1 locks A; in terms
of assertion checking, it does not matter whether
T2 accesses B before or after T1 accesses A since
A and B are independent.

3.2 Deadlock Detection

In general, a deadlock will be recognized by the
model checker when a state has no successors and
it is not a valid termination state. The only prob-
lem that atomic blocks pose is that certain dead-
locks can be missed. In the case illustrated in Fig-
ure 2(b), the particular schedule required to realize
the deadlock is never executed. As noted before,
the atomic block algorithm will never execute the
schedule in which T2 locks B immediately after T1
locks A but before T1 locks B. The lock-cycle dead-
lock that results from this schedule would have been
caught if atomic blocks were delineated by locking
as well as unlocking.

However, since larger atomic blocks result in
fewer unnecessary interleavings, and in turn fewer
states, we adopt Bruening’s approach in delineat-



synchronized(A) { | Lock(A) T1: T2:

... | ... ========= =========

} | Unlock(A) Lock(A) Lock(B)

| ... ...

... | region X... Lock(B) Lock(A)

| ... ...

synchronized(B) { | Lock(B) Unlock(B) Unlock(A)

... | region Y... ... ...

} | Unlock(B) Unlock(A) Unlock(B)

(a) (b)

Figure 2: (a) Synchronized regions and atomic blocks. (b) An example of nested locking.

ing atomic blocks by unlocks only and detecting
lock-cycle deadlocks by analyzing states for the ex-
istence of a cycle in the hold-wait relationship be-
tween threads. By keeping track of the most re-
cently released lock for each thread, we can look
for cycles where T1’s most recently released lock is
owned by T2, whose most recently released lock is
owned by T3, and so on until we get to some thread
Tn whose most recently released lock is owned by
T1.

This check is linear on the number of threads,
and is done only when a thread fails to obtain a
lock (i.e. potentially closes a hold-wait chain into a
cycle). Hence, the deadlock check introduces only
a marginal overhead in most cases. Furthermore,
a particular lock-cycle deadlock will always be de-
tected (unless other deadlocks are detected first)
since all schedules of atomic blocks are considered
and the atomic blocks stop at each unlock, effec-
tively considering all the locks each thread has ac-
cessed.

3.3 Implementation Specific Opti-
mizations

We have also implemented simple optimizations
that turn out to be critical in saving time and mem-
ory in model checking with atomic blocks. First, if
an atomic block consists of more than one rule, a
new state is instantiated once and each subsequent
rule in the atomic block updates values in the same
instantiation. This is permissible because interme-
diate states within the atomic block do not have to
be stored during model checking. Since state vec-

tors modeling dynamic structures like the thread
stack and heap can get very large, creating a copy
of the current state after each rule turned out to
be a bottleneck in execution time. In some cases,
the optimization led to an order of magnitude im-
provement in execution time.

Another source of run time overhead was the lin-
ear traversal over the set of rules required in deter-
mining which rules are enabled at each new state.
Since most of the rules map to individual state-
ments in a sequential process, the value of the pro-
gram counter in the current state is used to locate
in constant time the next enabled rule hashed on
the PC value.

Finally, atomic blocks are aborted when a thread
fails to acquire a lock and a successor state is not
generated. This significantly reduces the number
of schedules that need to be considered, reducing
the size of the explored state space while preserving
deadlocks and assertion failures. The informal jus-
tification is as follows. Suppose we have a thread
T1 holding lock A and a thread T2 that blocks
on the lock. The schedule in which T2 blocks on
lock A does not have to be considered since the
model checker will execute some schedule in which
T1 first releases lock A allowing T2 to obtain the
lock. Before T1 releases lock A, moreover, T1 can
not access the same shared variables that T2 ac-
cesses before T2 tries to lock A since this will lead
to a lock-cycle deadlock which our model checker
will detect. (Note that locks can not be unlocked
in the middle of an atomic block so T2 will be hold-
ing all of the locks on variables it accesses before
blocking on lock A.)



Therefore, even when T1 is executed first, re-
leasing lock A, the variables that T2 accesses be-
fore trying to lock A will not have been modified
by T1 and it would effectively be as if T1 was sig-
nalled and allowed to continue. In addition, abort-
ing atomic blocks when a thread blocks on a lock
can not cause any deadlocks to go undetected since
our lock-cycle deadlock checking functionality de-
tects all deadlocks as long as atomic blocks end at
each unlock and thread termination.

3.4 Hash Compaction

To reduce the memory requirements of the model
checker, we have implemented hash compaction [18,
16]. Hash compaction reduces the memory require-
ments of the state table, which stores all states
reached during verification and is used to decide
whether a newly reached state is new or has been
visited previously. Instead of storing the full state
descriptor in this table, hash compaction stores
only a (hash) signature. The memory savings come
at the price of a certain probability that the verifier
incorrectly claims that an erroneous protocol is cor-
rect. This probability, however, becomes negligibly
small when choosing the signature size appropri-
ately. Typical signature sizes are between 16 and
45 bits, resulting in memory savings of often more
than two orders of magnitude.

4 Translation Steps

4.1 Translating Jimple to SAL

The SAL language is used to model the Java (Jim-
ple) program as a state transition system. SAL has
state variables, nondeterministic inputs, an initial-
ization function, and a transition function that is a
collection of guarded commands (or rules).

The state of the Java program is modeled in SAL
using the following state variables: (1) each thread
contains a program counter (PC), stack (array of
frames), and stack pointer (CurrentFrame), etc.;
(2) each object contains a class id, the fields, a
counter for locking, etc. To select the next thread
to execute, we use a nondeterministic input (TID).

Each Jimple statement is translated into a
guarded command. For example, the Jimple state-
ment

i0 = 1

is translated into

(PC[TID] = label_0) -->

next(Stack)[TID]

[CurrentFrame].localVariables.i0 = 1;

next(PC)[TID] = label_1;

where (PC[TID] = label 0) is the guard condi-
tion, followed by the SAL statements that can be
executed if the condition is true.

The translator has to deal with all advanced fea-
tures of Java like inheritance, overriding, overload-
ing, dynamic method lookup, exception handling,
etc. For detailed descriptions of the semantics of
these features, refer to the Java Virtual Machine
Specification [14]. We believe that most of these
features are easier to deal with at the Jimple level
than at the Java source code level.

Exception handling, for example, is implemented
by four SAL rules and several SAL tables that
are generated at compile time. The first rule is
passed the location label of the statement that
throws the exception, and uses the method table
to look up the identifier of the method in which
the exception is thrown. The second rule searches
the exception table for this method for a catch
clause that handles the exception. A catch clause
handles an exception only if the class of its param-
eter is the class of the exception or a superclass of
the class of the exception. The subclass table is
used for this subclass relationship test. The third
and fourth rules deal with the case that during the
search no catch clause is found that handles the
exception. Typically, the third rule is executed,
returning from the method and re-throwing the ex-
ception. If the first stack frame of the thread had
been reached, however, a Java run-time error oc-
curred and this is signalled to the user.

4.2 Translating SAL to C++

The SAL description of the program is translated
into a C++ source file that is #included in the
model checking code, and the result is then com-
piled into an executable that outputs a trace if any
deadlock or assertion failure exists. The included
source file contains:



1. A C++ class with various accessors for each
distinct type in the SAL description. Un-
bounded arrays are used to model data struc-
tures such as the stack and heap, and are im-
portant in storing per-thread data given that
the actual number of threads can not be deter-
mined statically. Unbounded arrays are trans-
lated into dynamically resizing vectors where a
designated default value represents the infinite
sequence of array elements to the right of the
last non-default element in the array. When
an index n greater than the current maximum
index k is accessed, the vector is resized to size
n+ 1, letting elements at index k + 1 through
n − 1 be default values. Likewise, when the
last non-default element in the vector is set
back to a default value, the vector is resized to
size k + 1 where k is the index position of the
next right-most non-default element.

2. Functions simulating SAL guarded commands.
The guard function takes in the current
state and the current values for the non-
deterministic inputs and returns the next en-
abled rule to execute. The apply function then
executes the enabled rule and any subsequent
rules that fall under the same atomic block,
and returns the resulting successor state to
the model checking routines. Each successor
state is generated by systematically increment-
ing the non-deterministic input values which
includes the thread ID to schedule next.

5 Results

Table 1 gives the examples on which we tried the
model checker. The source code for the examples
is available at

http://verify.stanford.edu/uli/java/

The results we obtained for the examples are given
in Table 2. For each example, we ran the checker
under three different modes:

1. Noatomic: Atomic blocks turned off, interleav-
ing of threads fined grained as possible at the
level of individual rules.

2. LockUnlock: Atomic blocks delineated not
only by unlocking but by locking as well. Does

not require special lock-cycle deadlock detec-
tion method described in Section 3.

3. Unlock: Usual atomic blocks delineated by un-
locking only.

Note that we achieve larger state reductions for
the larger examples. In some cases, the reduction
achieved by atomic blocks is three orders of mag-
nitude. There is, however, many areas still in the
implementation of the model checker where the ex-
ecution time can be optimized.

Before hash compaction, moreover, the KSU
Pipe example could only enumerate 140,000 states
before running out of memory in the noatomic
mode. With hash compaction, both the KSU Pipe
and the ReaderWriter examples were able to be
completed in the noatomic mode.

6 Conclusion

Tools to verify software have become almost a ne-
cessity as both the complexity of software and the
extent of its use in critical systems are continu-
ally increasing. Given the usually intractable state
spaces of software programs, different kinds of ab-
stractions, optimizations, and “tricks” must be em-
ployed in concert to tackle the verification.

The SAL framework provides the means to eas-
ily integrate new and existing verification tech-
niques around a common intermediate representa-
tion. This paper gives preliminary results on ap-
plying this framework to model checking Java pro-
grams. Support for dynamic data structures in
SAL has made translating Java down to SAL direct
and straightforward. Atomic block reduction and
hash compaction demonstrate promising results in
dealing with large state spaces and state vectors.
We plan to extend the SAL model checker with ad-
ditional state space reduction techniques, including
symmetry reduction and a partial order reduction
method called persistent sets [8] that will eliminate
unnecessary interleavings even at the atomic block
level. Yet ultimately model checking optimizations
alone will not be sufficient to curb the state explo-
sion problem. The model checker must be supple-
mented with front-end slicing and abstraction tools
as well as other static program analysis tools. The
SAL framework has provided a good starting point



Table 1: Example programs
example description primitives # prim.

Bruening’s SplitSync two threads access shared
variable

synchronized 2

CS193k ReaderWriter two reader and two writer
threads

synchronized,
wait/notify

4

CS193k TurnDemo two threads synchronize using
a semaphore

synchronized,
wait/notify

6

NASA’s classic two threads communicate us-
ing events (deadlocks)

synchronized,
wait/notify

4

NASA’s ksu pipe 2-stage pipeline synchronized,
wait/notify

4

Table 2: Results on example programs
state

example algorithm states rules time reduction

Bruening’s SplitSync noatomic 1763 4090 1.0
lockunlock 57 77 53.1
unlock 37 43 95.1

CS193k ReaderWriter noatomic 261 838 1030 130 442s 1.0
lockunlock 848 2184 1.91s 309
unlock 528 1356 1.54s 496

CS193k TurnDemo noatomic 26 145 68 715 30.4s 1.0
lockunlock 385 617 2.57s 67.9
unlock 166 236 2.40s 158

NASA’s classic noatomic 45 924 118 047 46.6s 1.0
lockunlock 322 554 2.38s 143
unlock 143 234 2.11s 321

NASA’s ksu pipe noatomic 3990 883 14 022 723 6401s 1.0
lockunlock 28 357 92 334 51.5s 141
unlock 4991 15 762 11.8s 800



to research the ways that different analysis tools
interface and interact with each other.
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Abstract

Finite state veri�cation (FSV) and testing are usually
viewed as competing approaches to software validation.
In this short paper, we propose a technique for combin-
ing FSV synergistically with testing, with the goal of
identifying faults more quickly and with less manual ef-
fort than with FSV alone and more e�ectively than with
testing alone. We propose using information about po-
tential faults obtained during the FSV analysis to direct
selection, execution, and checking of test data, with the
intent of con�rming these faults.

1 Introduction

In �nite state veri�cation, a �nite model of the system
is constructed, usually abstracting away many details,
and the FSV tool (veri�er) explores the state space to
determine whether a given property P holds. The model
is constructed in such a way that if the veri�er deter-
mines that P holds for the model, then P also holds for
all possible executions (and hence, for all possible test
data) of the actual system. In this case, there is no need
to test the system for the behaviors captured by P . On
the other hand, if the veri�er �nds a violation of P , it
may or may not re
ect a property violation in the ac-
tual system. Such violation is spurious if no violation-
revealing path through the system model corresponds
to a feasible execution of the system. Normally, given a
representation of the property violation on the model,
the human analyst (or simply analyst hereafter) has to
decide whether this violation appears spurious, in which
case the analyst has to re�ne the system model, provid-
ing more detail, and then re-run the veri�er. The addi-
tional details may allow the veri�er to determine that
P is always satis�ed or there may still be a violation.
In the latter case, the process continues.
This incremental approach to FSV has several weak-

nesses related to the presence of human factor in the
veri�cation process. First, this approach relies on the
analyst to decide whether a property violation found by
the veri�er is spurious or not, which is time-consuming
and error-prone. Second, the analyst can only review

�Supported in part by NSF Grant CCR-9870270.

one property violation at a time, while our technique
can use information about all found violations at the
same time. Finally, if a violation appears feasible, it is
important to analyze a real execution of the system that
results in this violation, so that the error in the system
can be found and removed. Unfortunately, debugging
cannot be used until the analyst manually identi�es test
data that are likely to produce such an execution.
Our proposed technique uses testing, along with

model re�nement, to address these weaknesses. When a
property violation is found by the veri�er, the following
steps are performed in parallel:

� An automated testing tool uses information devel-
oped during the FSV analysis to direct selection,
execution, and checking of test data, with the hope
of �nding data that shows the violation to be real,
and

� The analyst re�nes the model and re-starts the ver-
i�er. Note that the analyst only needs to pick a
reasonably important aspect of the system to be
modeled during the next run of the veri�er, with-
out having to worry about whether the violation is
spurious.

If the violation is real, testing will sometimes be able to
�nd test data that exhibits this violation in the system.
In this case, the parallel FSV session can be stopped
and a debugging session with the found test data can
be started. If the violation is spurious, thorough testing
of relevant parts of the system may help increase con�-
dence that such is the case, but, of course, will never be
able to prove it. The gain in this case is that the analyst
is able to start a new, more precise, veri�cation session
promptly, which helps to speed up the overall process
of FSV. Thus, from the point of view of the FSV ana-
lyst, this approach saves some manual work; from the
point of view of the tester, this approach helps direct
testing e�ort toward execution paths that are at risk of
violating the speci�cation.
In the remainder of this paper, we re�ne these ideas

further, illustrating with a simple example. Section 2
summarizes relevant background on FSV and testing,
Section 3 illustrates the technique and discusses some
of the issues, and Section 4 concludes.



2 Background

2.1 Background on �nite state veri�ca-

tion

Conceptually, many FSV approaches represent the sys-
tem under analysis as a collection of states in which this
system can be during its executions and transitions con-
necting these states. This construct may be created ex-
plicitly (e.g. [4,6,12]) or implicitly (e.g. [9,15]). For sim-
plicity, in this paper we use an explicit representation of
the state space, although the proposed techniques can
be extended for implicit representations.

Consider the example in Figure 1. The two threads
of control, T1 and T2, that comprise this system are
represented as FSAs in Figure 1(a). State 0 is the start
state in both FSAs. The states representing termination
of the threads are indicated with double circles. The
transitions between the states are labeled with events
in the threads to which they correspond. For exam-
ple, the transition from state 1 to state 2 of thread T1,
labeled start T2, represents thread T1 starting thread
T2. Events a and b represent some events in the threads
that are relevant to the property. Square brackets that
follow some events represent conditions on when the
event is executed. For example, state 2 of thread T1

represents this thread before executing an if statement
with predicate x > 0. Event a appears on the branch of
this if statement that is executed when the predicate
evaluates to true. � denotes an empty event, represent-
ing absence of any events. For example, the � -based
transition from state 2 to state 3 of thread T1 means
that nothing of interest happens on the branch of the
if statement that is executed when x � 0. Note that
we assume that x is a shared variable that is an input
to thread T1 and is not changed by either T1 or T2.

Formally, we can represent an FSA as a tuple
(S; s0;�; T ), where S is the set of states, s0 is a unique
start state, � is the set of events, and T is the set of
transitions. We use the notation s1

e
�! s2 to represent

a transition based on event e 2 � from state s1 2 S

to state s2 2 S. A path through an FSA on an event
sequence e1; :::; en from � is a sequence of transitions
s0

e1
�! s1

e2
�! :::

en
�! sn.

In this paper, we assume that FSA-based models of
the threads of control are derived from the source code
for the system. While construction of models based on
high-level descriptions is attractive and has been advo-
cated for FSV [11], since testing is used in our approach,
we need a direct mapping between the thread models
and the executable code for the system.

A property about a software system is a representa-
tion of either desirable or undesirable behavior of this
system. We de�ne properties in terms of the events ob-
served in the system, using FSAs with a special violation
state v. The violation state is a sink: 8e 2 �P ; v

e
�! v.

A property is violated on an execution that corresponds
to the event sequence p = e0; e1; :::, if the path through
the property FSA on this sequence ends in the violation
state.

Figure 1(b) shows a property specifying that on no
execution of the system can event b be observed if by
that time event a has been observed an odd number of
times. For example, the sequence of events a, a, a, b

corresponds to the path 0
a
�! 1

a
�! 0

a
�! 1

b
�! v, and so

violates this property. Note that events other than a

and b do not a�ect this property, which means that if,
for example, event start T2 is contained in a sequence
of events, it does not change the current state of the
property.

A reachability graph represents all reachable states
of the system, to the extent that this system is mod-
eled by the FSV technique of choice. In our example,
each thread of control in the system is modeled with an
FSA, so a state of the system can be represented as an
ordered collection of FSA states, one for each thread.
The reachability graph is a cross-product of the FSAs
for all threads. Figure 1(c) contains the reachability
graph for our example.

Paths through the reachability graph represent exe-
cutions of the system. A path in the reachability graph
is executable if it corresponds to a real execution of the
system. All other paths are spurious. If there is a path
from the start state of the reachability graph to some
state s, such that the property is violated on this path,
s is called a violation state.

Many FSV approaches are capable of checking two
general kinds of properties, safety and liveness. Safety
properties are always �nitely refutable and liveness
properties are never �nitely refutable [1]. The approach
proposed in this paper deals only with safety properties,
since the in�nite nature of liveness properties means
that an execution that represents a violation of a live-
ness property is in�nite and thus cannot be reasoned
about using testing techniques1.
The goal of our approach is to combine FSV and test-

ing to either prove, with respect to a given property,
that no violation states exist in the reachability graph
or to �nd an executable path from the start state to a
violation state of the reachability graph.

2.2 Background on Testing

Whereas FSV primarily aims to prove that the speci-
�cation is satis�ed, testing aims to �nd faults, i.e., to
demonstrate that the speci�cation is not satis�ed. To
test a piece of software, one selects test cases from the
input domain, executes the software on each test case,
and checks whether the results satisfy the speci�cation.
In addition, one might monitor which path through the
program is executed by each test case (or other aspects
of the execution that are not immediately observable) or
might attempt to force execution of a particular path.

Many testing techniques involve analyzing the con-
trol 
ow (and/or data 
ow) of the program then requir-
ing the test data to execute representatives of certain

1In addition to safety and liveness properties, there are prop-
erties that are neither safety nor liveness, but any such property
can be represented as a conjunction of a safety property and a
liveness property [2]
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Figure 1: A reachability graph-based example

classes of program paths. These techniques were origi-
nally developed for testing sequential programs but can
be extended to testing concurrent programs [13,18,19].
Testing criteria of this nature often result in a large
number of test requirements, even for moderate-sized
sequential programs. For concurrent programs, the ex-
plosion in the size of the state space makes this problem
even more severe. Thus, the tester needs guidelines for
selecting portions of the state space that should be ex-
plored. In the proposed technique, those guidelines are
supplied through interaction with FSV.

One of the most diÆcult aspects of testing is the or-
acle problem, i.e., the problem of determining whether
the result of a particular test case satis�es the speci�ca-
tion. The use of formal speci�cations can signi�cantly
alleviate this problem, by allowing test results to be
checked automatically [17]. In particular, techniques
have been developed for automatically generating test
oracles from speci�cations written in temporal logics, as
are commonly used in FSV [7,8, 16].

In testing and debugging concurrent programs, spe-
cial problems arise due to non-determinism. A given
test case may expose a fault on some executions, but
not expose it on others, due to di�erences in the in-
terleavings of statements from di�erent processes. If
executing test case t does not expose a fault, it may
be useful to re-execute it many times to check di�er-
ent interleavings. If executing test case t does expose a
fault, it may be diÆcult to reproduce the interleaving
in order to debug the program. In order to deal with
these issues, testing environments for concurrent pro-

grams have been proposed in which the interleaving of
processes is monitored or controlled [3].

3 Using Property Violations to

Guide Testing

When the �nite state veri�er �nds a property violation,
we would like to use this information to guide testing.
There are two ways in which we would like to guide
testing of concurrent systems, by choosing appropriate
test data and by choosing scheduling of relative exe-
cution of the threads in cases where they can execute
independently from each other. The former is a general
problem of testing methods and the latter is speci�c to
concurrent systems. In this section we describe several
di�erent approaches to using information produced by
reachability analysis to guide testing-based search for
property violations.

3.1 Choosing Thread Scheduling

We will assume that our testing approach has instru-
mentation that lets us at any point to force execution of
the current instruction from any of the threads that are
not blocked. (Such instrumentation can be either em-
bedded in the run-time execution environment or done
on the source code level, similar to [3].) We use informa-
tion about the violation states in the reachability graph
to force testing to exercise those thread interleavings
that improve chances of �nding a real execution. To



this end, we introduce the notion of interleaving selec-

tion criterion ISC as a predicate de�ned on the set of
all transitions in the reachability graph. This criterion
evaluates to true if the transition should be explored,
if possible, during testing and false if the preceding run
of the veri�er does not indicate that taking this tran-
sition can lead to a violation state. During testing, we
apply this criterion to all transitions that correspond to
thread interleavings that can be taken from the current
state. If multiple transitions may be taken, according to
the criterion, the testing tool will pick one of them and
thus drive execution of the test case. If no transition
from the current state of the reachability graph can be
found that satis�es the criterion, the testing tool will
backtrack to an earlier point in the execution and pick
an alternative interleaving.

There are two di�erent forms in which veri�ers can
return information about property violations. One of
them is a set of violation states in the reachability graph
and the other is a set of paths to some violation states in
the reachability graph. Suppose �rst that V is the set of
violation states returned by FSV. An intuitive criterion
based on this set is

ISC V (s1
a
�! s2) =

8><
>:

false if 8v 2 V; v is not reachable

from s2

true otherwise.

Consider Figure 1(c) and violation state (2; 2) found
by the veri�er used. Suppose that the value of x was
randomly chosen to be 5 when executing code corre-
sponding to the transition between states (0; 0) and
(1; 0). Consider the point during program execution
immediately after thread T2 has been started by thread
T1, which corresponds to state (2; 0) of the reachability
graph. In this state, the two threads may be executed
in parallel, and so di�erent event interleavings are pos-
sible. One possibility is to execute the if statement
of T1, which means event a, because of our choice of
value of x. This corresponds to the transition to state
(3; 0) of the reachability graph. Since the violation state
(2; 2) is not reachable from (3; 0), this interleaving will
not lead to the violation found by the FSV session, and
so will not be taken during testing. The other possible
interleaving at state (2; 0) is to execute the if state-
ment in thread T2, which corresponds to the transition
on a from (2; 0) to (2; 1). Similarly, out of two possible
interleavings at state (2; 1), the testing run will choose
executing the code corresponding to event b in T2. At
this point, we have detected a violation of the property
with testing.

Many veri�ers are capable of returning a path or a
set of paths to some violation states in the reachability
graph. Suppose that W is such a set of paths. An

intuitive criterion based on this set is

ISCW (s1
a
�! s2) =8><

>:

false if 8w 2 W;w0(s1
a
�! s2) is not a pre�x of w;

where w0 is a path traversed up to state s1

true otherwise

This criterion stipulates that a transition should not
be explored if it cannot lead to execution of a path
in W . Assume that the veri�er returned a violation

path (0; 0)
input x
����! (1; 0)

start T2
�����! (2; 0)

a[x>0]
����! (2; 1)

b
�!

(2; 2). Consider a point of the program execution cor-
responding to state (2; 0) of the reachability graph. If
the if statement of T1 is executed at this point, this
path will not be followed, and so the testing tool has to
execute the if statement of T2.
Intuitively, ISCW is stronger than ISC V in the sense

that following a violation path during testing (if it is
feasible and test data are adequate) always leads to a
violation of the property, while entering a violation state
does not necessarily represent a violation, because the
path taken to this violation state during testing may
be di�erent from any of the paths that represent the
violation.
There may be situations in which ISCW is preferable

and situations in which ISC V is preferable. State (3; 2)
of the reachability graph is a violation state, since the

graph contains the path (0; 0)
input x
����! (1; 0)

start T2
�����!

(2; 0)
a[x>0]
����! (2; 1)

� [x�0]
����! (3; 1)

b
�! (3; 2) that violates

the property. (There is also another violation path to
this violation state.) Suppose �rst that we use this vio-
lation path in the interleaving selection criterion. Since
this path is spurious, no choice of test data will exercise
it. Thus, on each test case, the testing tool will stop
execution because the given path cannot be exercised,
even though these test cases could potentially execute a
di�erent violation. Now suppose that we use violation
state (3; 2) in the testing criterion. Even though none
of the violation paths to this state are feasible, testing
could still �nd a violation by examining a real violation

path (0; 0)
input x
����! (1; 0)

start T2
�����! (2; 0)

a[x>0]
����! (2; 1)

b
�!

(2; 2). Note that this path leads to a di�erent violation
state, (2; 2), but ISC V permits that, because state (3; 2)
is reachable from (2; 2).
Alternatively, suppose that our testing criterion is

based on the violation state (2; 2). Suppose that the
value of x used in our test is negative. In this case,

path (0; 0)
input x
����! (1; 0)

start T2
�����! (2; 0)

� [x�0]
����! (2; 1)

b
�!

(2; 2) can be taken. Even though the violation state is
reached, testing did not �nd a violation of the property,
because at the end of this path the property is in state
1, which is not a violation state. If, instead of a vio-

lation state, the veri�er returns the path (0; 0)
input x
����!

(1; 0)
start T2
�����! (2; 0)

a[x>0]
����! (2; 1)

b
�! (2; 2), testing with

a negative value of x will be stopped early, at state

(2; 0), because transition (2; 0)
a[x>0]
����! (2; 1) cannot be

taken.
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Figure 2: The reachability graph modeling variable x

3.2 Choosing Test Data

Consider the problem of choosing appropriate test data.
In general, choosing input data to follow a path through
the reachability graph in such a way that it correlates
with the values of modeled variables is undecidable. In
practice, it may be possible to use symbolic execution [5]
or some heuristics [10, 14] or to use random test data,
aborting those executions that are not exploring the
part of the reachability graph of that is of interest. In
this section we propose an approach for choosing values
of variables that are modeled by the veri�er.

Many FSV approaches are capable of modeling sys-
tem variables and including them in the analysis. In
this case information about these variables (either the
actual values or approximations, such as sets or inter-
vals of values) can be used by testing to choose input
data for this variable. For example, behaviors of vari-
able x in our example in Figure 1 can be modeled by
including the sign of x in the states of the reachability
graph, as shown in Figure 2. Each state in this reacha-
bility graph is labeled (s1; s2; r), where s1 is the state of
thread T1 from Figure 1(a), s2 is the state of thread T2,
and r is the range of values of variable x. In this exam-
ple we consider only three possible ranges, x > 0, x � 0,
and all, which denotes all possible values of x (the lat-
ter appears only in the start state of the reachability
graph).

Suppose that we use violation state (2; 2; x > 0) found
by FSV to drive testing. The simplest approach in this
case is to use the range x > 0 in test data selection, since
we can perform an additional static analysis and detect
that, once selected, the value of x does not change in
this program.2 This choice is even easier if path-based
test criterion is used, because it is only the range of
values of x that appears in the states along this path
that has to be analyzed.

2If x is rede�ned, the problem can be much more diÆcult.

Property

Proved Found a
violation

FSV run Testing run

Found a
violation

Session 1

FSV run Testing run

Found a
violation

Additional
information

Found a
violation

Proved

Session 2

Session 3

Use the previous
violation to guide
analysis

Use violation
       info to guide
             testing

previous
test
cases

Figure 3: The proposed process of simultaneous use of
FSV and testing

Modeling variables in this way in the reachability
graph can help not only in selecting test data, but also in
quickly discarding test data that are not likely to lead to
violation. For example, if a negative value of x is chosen

for testing, then after transition (0; 0; all)
input x�0
������!

(1; 0; x � 0) in the reachability graph in Figure 2 is
taken during testing, we can stop execution of the test,
because none of the violation states in the reachability
graph are reachable from state (1; 0; x � 0).

4 Conclusion

We have proposed a technique for using testing and �-
nite state veri�cation synergistically in the attempt to
verify or disprove properties of concurrent systems. The
process for applying this technique is illustrated in Fig-
ure 3. In our approach, testing and model re�nement
are both used to explore violations returned by the veri-
�er, in order to determine whether those violations rep-
resent real executions or are spurious. Information re-
turned by the veri�er describing violation states and/or
paths to those states is used to guide testing. Test cases
are run in an environment where interleavings can be
controlled and where executions can be aborted if it is
determined that they will not be able to reach given
violation states or execute a given paths to violation
states.

This approach may o�er a more eÆcient way to deter-
mine whether a violation is spurious than model re�ne-
ment alone. In addition, �nding test data that causes
a property violation can be useful for identifying and
removing the fault. We plan to implement our ap-



proach and to carry out experiments aimed at deter-
mining whether it is indeed useful.
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1 Introduction
Testing is one of the most important activities in

the software development process. Only a thoroughly
tested program will possibly fulfill the user's expec-
tations. Even a systematic and careful development
process can not prevent the need for final testing, see
for example [Dyer 1992]. Consequently a product has
to pass through an appropriate and carefully planned
test, before it is released to the public.

Test Automation has the benefit that test cases
once developed, can be reused in an eventual regres-
sion test. On one hand, this is essential during product
maintenance, when corrections or changes have been
made and developers have to verify that nothing else
was broken. On the other hand test automation is
useful for testing program families which are recently
gaining importance in form of product lines [Weiss &
Lai 1999].

2 Framework Test Bench
Program families, as defined by [Parnas 1976],

are a set of programs, where it is worthwhile to first
study their common properties, before determining
the special properties of the individual family mem-
bers, also called program variants. In other words, the
members of a program family share the same imple-
mentation core, but actually represent program vari-
ants for e.g. different platforms, application areas and
customers.

Object-oriented frameworks are an ideal means
for developing program families. Actually an object-
oriented framework represents an "abstract design"
[Johnson & Foote 1988]. It comprises many design
decisions and can be extended into a complete appli-
cation. Today many projects use object-oriented
framework technology for the development of pro-
gram families, see for example [Bäumer et al. 1997].

While the use of framework technology increases
productivity, testing the individual members of a
program family remains laborious. So individual
members of a program family are tested with limited
or no reuse of test cases. Considering that all mem-
bers of a program family have the same common
core, this seems to be unnecessary. Test cases, which
retest the common functionality of different family
members, should be easily reusable form one member
to the next.

To tackle this problem, we propose the concept of
a test bench for program families which is adapted to
a particular program family. Comparable to test
benches from other engineering areas, e.g. for en-
gines in automotive engineering, the test bench auto-
mates testing the common parts of a program family.
Furthermore the test bench can be extended for the
requirements of a particular program variant. This test
bench itself is based on a test bench framework, see
figure 1, containing the essential infrastructure for
test automation. To adapt this test bench framework
to the program family under test, test cases, which are
specific for the program family, have to be imple-
mented on top of this framework.

Program
Variant A

Program
Variant B

Program
Variant C

Program
Variant D

Test
Bench
Framework

Program
Variant A

Program
Variant D

Program
Variant B

Program
Variant C

Family Specific
Part of Test Bench

Figure 1 Program Family without/with Test Bench

Because the common properties of a program
variant are implemented using framework technol-
ogy, technically the test bench is adapted to the do-
main-specific framework beneath the program family.
In fact a framework specific test bench is realised. If
a program family is based on more than one domain
framework, their test benches can be combined, as-
suming they are based on the same test bench frame-
work.

Because the test bench concept dramatically im-
proves reuse of test cases, it allows thorough regres-
sion testing what is important for program families
and frameworks. Actually a test bench serves two
purposes: First of all, it is impossible to test generic
elements in a framework having no concrete imple-
mentation. Secondly developers will introduce new
errors when they adapt generic elements for their
purposes. Both problems are alleviated, if it is possi-
ble to make a regression test of any concrete adapta-
tion.



3 Test Cases for a Test Bench
A main issue with this approach is the question,

what kinds of test cases are best suited for integration
in the test bench? In this section we propose some
properties, such test cases should have, and take a
respective look at current testing techniques for ob-
ject-oriented software.

3.1 Test Case Properties

We identified the following properties to be im-
portant for test cases, which can be integrated in an
appropriate test bench:

• Abstraction: We can not test everything. Test
cases should be focussed on the externally visible
behaviour of the framework under test.

• Relevance: While test cases should abstract from
details, they should still be relevant enough to
adequately test the framework's functionality.

• Stability: Test cases should be robust not break-
ing from small changes in the implementation.
Otherwise the test bench approach would be too
costly.

• Scalability: Frameworks can consist of a few
classes solving one problem or hundreds of
classes addressing various tasks. We need test
cases for any granularity and want to combine
them, if it is necessary.

• Universality: If we want to test some functional-
ity, it must be possible to develop appropriate
test cases. It is not tolerable that we can not de-
rive test cases in some situations.

3.2 Brief Look at Current Techniques

Because this approach concentrates on testing
object-oriented frameworks, we want to keep those
issues in mind and take a brief look at current tech-
niques for testing object-oriented software, we found
in literature. Most work about testing object-oriented
software concentrates on testing individual classes.
There have been successful attempts to test individual
classes using techniques from procedural program-
ming [Fiedler 1989], based on state machines [Turner
& Robson 1993, Hoffman & Strooper 1995, Binder
1999] or the abstract data type nature of objects
[Doong & Frankl 1994].

All those techniques have in common that they
view a single class as the central entity for testing.
Within the scope of classes they produce stable and
abstract test cases based on a class interface. But all
techniques do not scale up well for interacting clus-
ters of classes, because the underlying models get too
complex. Another drawback of these techniques is the
fact that they are usually restricted to certain types of
classes and are therefore not universal.

Something we felt to be missing, are techniques
for object-oriented integration testing. We found only
one approach [Jorgensen & Erickson 1994] to test a
complete subsystem that is not limited to a black-box

test of the GUI. This approach is based on so called
atomic system functions (ASF) which can be roughly
described as the path of method calls, caused by some
event at the system border and terminated by some
output of the system.

Starting from the system border, the developed
test cases are more abstract and universal than those
at class level. But the implementation of the system is
still considered, making those test cases relevant for
testing critical functionality. Subsystems do not need
a GUI for testing, making this approach quite scal-
able. A drawback is the stability of test cases, because
they are tied up between the borders of the system
and the internal implementation.

4 Testing Collaborations
In this section we will first explain our motivation

and basic ideas for developing test cases from object-
oriented collaborations, and subsequently how role
modelling supports this effort. Afterwards we will
describe a testing process for our approach and dis-
cuss where tools can help in automation of the in-
volved tasks.

4.1 Collaborations and Testing

When proposing their ASF technique [Jorgensen
& Erickson 1994] argue that traditional software
development by functional decomposition stresses
structure over behaviour which is one of the central
elements of the object-oriented paradigm. They iden-
tify this as source for many problems arising, when
traditional testing techniques are adapted for object-
oriented systems.

While we also believe that it makes usually no
sense to use traditional testing techniques for object-
oriented systems, we have identified a source of
problems in the object-oriented paradigm itself. As
[Booch 1994] illustrates, object-orientation stresses
decomposition into objects over algorithmic decom-
position. As a matter of fact, object-oriented design
methods allow for detailed description of structural
relationships, for example using class diagrams. On
the other hand the behaviour of a single object is fully
specified by its class. But the collective behaviour of
a group of objects comes in second position, if it is
explicitly considered at all. We call such collective
behaviour of a group of objects collaborations fol-
lowing the UML terminology, [Booch 1994] calls
them mechanisms.

The statement, that collaborations are often not
adequately specified, is supported by observations,
which have been made in the maintenance phase of
object-oriented systems [Wilde et al. 1993].  They
identified distribution of program function across
several classes, what is natural for object-oriented
software, without proper documentation as a difficult
problem that makes programs hard to understand.
Because a behavioural description is the foundation
for any test, consequently it also makes programs
hard to test.



Our approach is to base tests on those collabora-
tions that implement the essential functionality of an
object-oriented system. In the case of a framework,
this means developing test cases for those collabora-
tions that define the externally visible and usable
functionality of the framework. In short words, the
extension points of the framework that can be used or
extended by a program implemented on top of the
framework, see also [Riehle & Gross 1998].

Behavioural design patterns, like for example Ob-
server or Chain of Responsibility [Gamma et al.
1995], describe collaborations which have appeared
valuable in various contexts. Collaborations can be
composed like design patterns to achieve even more
comprehensive collaborations. This is also possible
for the respective test cases which can be combined
to test the newly composed collaboration.

We believe using collaborations as basis for test
cases gives us enough flexibility to integrate them
into a test bench. They fulfill the following proper-
ties:

• Abstraction: They are well suited for abstraction
from details, since they can be based completely
on interfaces without touching implementation
details.

• Relevance: Because we concentrate on externally
visible collaborations, they are by definition
relevant to adequately test the framework’s func-
tionality.

• Stability: Depending on the level of abstraction
used to describe collaborations, they are more
robust to change than test cases for individual
classes.

• Scalability: As mentioned above, collaborations
and their test cases can be composed.

• Universality: Collaborations are the essence of
object-oriented systems.

4.2 Separation of Concerns

As [VanHilst & Notkin 1996] state, appropriately
chosen collaborations encapsulate fewer design deci-
sions than classes and are therefore more stable with
respect to evolution. But how do we find appropriate
collaborations? Similar to [Riehle & Gross 1998] we
believe that classes are not well suited to describe
collaborations. A class implements the behaviour of a
complete object that usually participates in more than
one collaboration. For example in figure 2 object m
acts as element in a list of data and as subject in an
implementation of the observer pattern. It follows we
need a higher level of abstraction than offered by
classes to describe the participation of an object in
different collaborations. We found role modelling, as
described by [Reenskaug et al. 1996], is a good way
to separate concerns - in this case collaborations –
which are mangled in one class.

A role model describes a structure of collaborat-
ing objects with their static and dynamic properties.

A role defines the position and responsibilities of an
object that takes part in such a structure of collabo-
rating objects. Role modelling is actually an abstrac-
tion process suppressing irrelevant objects and un-
necessary details of objects. An object's role in con-
text of a given collaboration, described by a role
model, specifies only the necessary capabilities of the
object in the given context.

c/collection: List

obs1/observer: View

m/element,
subject: Data

List of Data

Observer Pattern

Figure 2 Three objects in two collaborations

4.3 Example

Figure 3 shows the UML collaboration view of a
role model describing the observer design pattern, as
shown in figure 2. The role model abstracts from
additional functionality of the object playing the
subject role and possible other objects collaborating
as observers for the same data. On the reverse side
the collaboration view of the role model contains the
information, necessary to describe the message se-
quence for updating all observing objects, in case the
observed subject is changed.

observersubject

1: change()

2: notifyObservers()

4: getData()

3: update()

Figure 3 Collaboration view of role model

Using the information from this diagram, test
cases can be defined. As shown in figure 3, the trig-
ger to start the update collaboration is the method
change() that has to be implemented by the object
playing the subject role. The test case is executed
invoking this method for an object playing the subject
role in a concrete instantiation of the role model, as
shown in the UML object collaboration diagram in
figure 4.

Because an abstract role model is not executable,
we need to create instances of concrete objects for
classes implementing the specified roles. For example
in figure 4, the situation of one object of the class



Data playing the subject role and three prototypical
objects of the class View playing the observer role is
shown. Other test cases may require a different set up
of object instances.

obs2/observer:
View

obs1/observer:
 View

m/subject: Data

obs3/observer:
View

1: change()

2: notifyObservers()

6: getData()

7: getData()

8: getData()

3: update()

4: update()

5: update()

Figure 4 Concrete instantiation of role model

To complete the test case, we need to determine
an expected result to compare it with the actual result
achieved by test execution. There are various possi-
bilities to do so, depending on the goal of testing. An
expected result can be defined by means of structural
changes, for example the creation of a new observer
object, changes in state of participating objects or
parameter values for involved method calls. For the
given example we could check, if all participating
objects represent the same information after an up-
date. Because sometimes we need to determine the
state of an object, the code under test has to be ex-
tended by additional inspection methods.

However, as can be seen in figure 3, the collabo-
ration view of the role model usually gives not
enough information to specify expected results and
therefore complete test cases. On one hand, we could
use informal descriptions to substantiate the role
model, but this would make tool support for test case
generation difficult. Contracts [Helm et al. 1990] are
a more formal alternative allowing the detailed speci-
fication of obligations between collaborating objects.
Another possibility is the use of the UML object
constraint language (OCL) [OMG 1999] to enrich the
role diagrams with additional information.

4.4 Process and Tools

In this section we explain our process to develop
test cases for collaborations and the possibilities for
tool support of the involved tasks. As shown in figure
5, the source code of the program or framework un-
der test is the starting point for developing collabora-
tion based test cases. In the first step the developer
adds information about the roles a class implements
to the source code. Such a role description must indi-
cate, what operations of the class belong to the role
and what are the other roles, it collaborates with. For
example [Riehle 2000] gives some pseudo-Java nota-
tion for documenting such role models that can be
adapted for this purpose. This information is inte-
grated using structured comments, leaving the Java
code semantically unchanged. As discussed above, it
is also necessary to improve the testability of the code
by implementing additional inspection methods to
ease the realisation of more comprehensive test cases.

In a second step the extractor tool uses the given
description of a role models static structure to extract
only those methods of a class which are relevant to its
respective role. Additionally, it analyses the code of
the implemented methods collecting information
about its dynamic behaviour – its collaborations. Both
types of information are combined into an internal
representation that can be used by other tools. For
example in a third step, a visual editor allows visuali-
sation of the extracted role model using for example
UML representing its static structure and its collabo-
rations. Further it allows the definition of additional
constraints for the represented collaborations using
OCL or a similar enhancement to the UML easing the
development of test cases.

Test Case
Code

Role Model
Extractor

Annotated
Source Code

Internal
Representation
(Role Model +
Collaborations)

Visual Editor Test Case
Generator

Developer

Test
Framework

(JUnit)

dependent on

1

2
3

4

Tool
Input/
Output

n
step

Figure 5 Testing Process

Another tool that uses the internal representation
of the role model is the test case generator. In a fourth
step, it assists in the definition of test cases for the
different collaborations of a given role model.  For
example, this tool suggests available collaborations,
for which the tester can then create test cases by pro-
viding appropriate preconditions and expected results.
Especially this tool assists in the set up of the neces-
sary configuration of object instances for a specific
test case. The test case generator is closely related to
the test execution framework that finally executes the
developed test cases. It generates Java code for the
test cases and additional set up code according to the
extension points of that framework.

One possibility for a test execution framework is
the JUnit testing framework [Beck & Gamma 1998]
that offers a simple, but flexible approach to imple-
ment and execute tests. In fact, in the end this frame-
work is the test bench, mentioned above, while the
test cases developed according to this process and
which make finally part of the system under test as
executable code are the program or framework spe-
cific part of the test bench.

5 Conclusions and Outlook
In the preceding sections, we showed that test

automation makes sense for the development and
maintenance of programs, and especially for program
families. For this reason, we proposed our model of a



test bench for object-oriented frameworks, the basis
of program families.

Following the need to realise test cases for a test
bench, we examined the applicability of current tech-
niques for testing object-oriented software. We
showed that most of them depend too much on im-
plementation details and scale up badly for clusters of
collaborating classes. In contrast, we proposed the
development of test cases focussing on object-
oriented collaborations which can be specified using
role modelling. We showed, how role modelling can
be used to abstract from too many details and to sepa-
rate concerns between different collaborations. While
we showed that it is generally possible to develop test
cases using role models of collaborations, it was also
mentioned that, especially for automation of test case
generation, more powerful means to specify obliga-
tions between roles have to be used. Currently we are
evaluating different possibilities for introducing ad-
ditional constraints into role models of collaborations,
making them more suitable for test case generation.

Finally we described a process and associated
tools for test case development and test automation
according to our approach. After implementing some
experimental versions of the test bench approach
using the JUnit [Beck & Gamma 1998] testing
framework as test execution framework, we are cur-
rently developing prototypes of the mentioned role
model extractor and test case generator tools to gain
more knowledge about the advantages and limitations
of our approach.
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$�)UDPHZRUN�IRU�3UDFWLFDO��$XWRPDWHG�%ODFN�%R[�7HVWLQJ�RI�

&RPSRQHQW�%DVHG�6RIWZDUH�

�

� 6WHSKHQ�(GZDUGV�

� 'HSW��RI�&RPSXWHU�6FLHQFH�

� 9LUJLQLD�7HFK�

� ����0F%U\GH�+DOO�

� %ODFNVEXUJ��9$�������������86$�

� ����������������

� HGZDUGV#FV�YW�HGX�

$%675$&7
7KLV SDSHU EULHIO\ VNHWFKHV D JHQHUDO VWUDWHJ\ IRU DXWRPDWHG
EODFN�ER[ WHVWLQJ RI VRIWZDUH FRPSRQHQWV WKDW LQFOXGHV�

DXWRPDWLF JHQHUDWLRQ RI FRPSRQHQW WHVW GULYHUV� DXWRPDWLF

JHQHUDWLRQ RI EODFN�ER[ WHVW GDWD� DQG DXWRPDWLF RU VHPL�

DXWRPDWLF JHQHUDWLRQ RI FRPSRQHQW ZUDSSHUV WKDW VHUYH DV

WHVW RUDFOHV� 7KLV UHVHDUFK LQ SURJUHVV XQLILHV VHYHUDO

WKUHDGV RI WHVWLQJ UHVHDUFK� DQG SUHOLPLQDU\ ZRUN LQGLFDWHV
WKDW SUDFWLFDO OHYHOV RI WHVWLQJ DXWRPDWLRQ DUH SRVVLEOH�

.H\ZRUGV
WHVW GULYHUV� WHVW RUDFOHV� VHOI�FKHFNLQJ VRIWZDUH� WHVW

DGHTXDF\� LQWHJUDWLRQ WHVWLQJ� PRGXODU FRQVWUXFWLRQ� EXLOW�LQ

WHVW

� ,1752'8&7,21
0RGXODU VRIWZDUH FRQVWUXFWLRQ WKURXJK WKH DVVHPEO\ RI

LQGHSHQGHQWO\ GHYHORSHG FRPSRQHQWV LV D SRSXODU DSSURDFK

LQ VRIWZDUH HQJLQHHULQJ� $W WKH VDPH WLPH� FRPSRQHQW�

EDVHG DSSURDFKHV WR VRIWZDUH FRQVWUXFWLRQ KLJKOLJKW WKH

QHHG IRU GHWHFWLQJ IDLOXUHV WKDW DULVH DV D UHVXOW RI
PLVFRPPXQLFDWLRQ DPRQJ FRPSRQHQWV� ,Q FRPSRQHQW�

EDVHG VRIWZDUH� D FRPSRQHQW
V LQWHUIDFH �RU VSHFLILFDWLRQ� LV

VHSDUDWHG IURP LWV LPSOHPHQWDWLRQ DQG LV XVHG DV D FRQWUDFW

EHWZHHQ WKH FOLHQWV DQG WKH LPSOHPHQWHU�V� RI WKH

FRPSRQHQW >�@� ,Q SUDFWLFH� IDLOXUHV LQ FRPSRQHQW�EDVHG

V\VWHPV RIWHQ DULVH EHFDXVH RI VHPDQWLF LQWHUIDFH YLRODWLRQV
DPRQJ FRPSRQHQWV²ZKHUH RQH SDUW\ EUHDNV WKH FRQWUDFW�

7KHVH HUURUV PD\ QRW VKRZ XS XQWLO V\VWHP LQWHJUDWLRQ�

ZKHQ WKH\ DUH PRUH H[SHQVLYH WR LGHQWLI\ DQG IL[� (YHQ

ZRUVH� LQWHUQDO YLRODWLRQV PD\ QRW EH GLVFRYHUHG XQWLO DIWHU

GHSOR\PHQW� $V D UHVXOW� FRPSRQHQW�EDVHG GHYHORSPHQW
LQFUHDVHV WKH QHHG IRU PRUH WKRURXJK WHVWLQJ DQG IRU

DXWRPDWHG WHFKQLTXHV WKDW VXSSRUW WHVWLQJ DFWLYLWLHV�

7KLV SDSHU RXWOLQHV D JHQHUDO VWUDWHJ\ IRU DXWRPDWHG EODFN�

ER[ WHVWLQJ RI VRIWZDUH FRPSRQHQWV� 7KH VWUDWHJ\ LV D

WKUHH�SURQJHG DWWDFN� FRYHULQJ DXWRPDWLF JHQHUDWLRQ RI

FRPSRQHQW WHVW GULYHUV� DXWRPDWLF JHQHUDWLRQ RI WHVW GDWD�
DQG DXWRPDWLF RU VHPL�DXWRPDWLF JHQHUDWLRQ RI ZUDSSHUV

VHUYLQJ WKH UROH RI WHVW RUDFOHV� 7KLV ZRUN XQLILHV VHYHUDO

WKUHDGV RI WHVWLQJ UHVHDUFK LQWR D FRKHUHQW ZKROH� :KLOH
PDQ\ LQWHUHVWLQJ DQG WRXJK UHVHDUFK TXHVWLRQV UHPDLQ RSHQ�

SUHOLPLQDU\ UHVXOWV VXJJHVW SUDFWLFDO OHYHOV RI DXWRPDWLRQ

DUH DFKLHYDEOH IRU FRPSRQHQWV WKDW LQFOXGH IRUPDO

EHKDYLRUDO GHVFULSWLRQV�

6HFWLRQ � GHVFULEHV WKH DVVXPSWLRQV DERXW FRPSRQHQWV WKDW

DUH QHFHVVDU\ IRU WKH DSSURDFK WR ZRUN� DQG SUHVHQWV DQ
H[DPSOH FRPSRQHQW VSHFLILFDWLRQ VDWLVI\LQJ WKHVH

DVVXPSWLRQV� 6HFWLRQ � GLVFXVVHV D FULWLFDO SLHFH RI WKH

VWUDWHJ\ SUHVHQWHG KHUH� WKH XVH RI SUH� DQG SRVWFRQGLWLRQ

FKHFNLQJ ZUDSSHUV DURXQG WKH FRPSRQHQW XQGHU WHVW�

%XLOGLQJ RQ WKLV IRXQGDWLRQ� 6HFWLRQ � OD\V RXW WKH YLVLRQ
IRU DQ DXWRPDWHG WHVWLQJ IUDPHZRUN� 6HFWLRQ � EULHIO\

GLVFXVVHV UHODWHG ZRUN� IROORZHG E\ RSHQ UHVHDUFK LVVXHV

DQG IXWXUH GLUHFWLRQV LQ 6HFWLRQ ��

� $1 (;$03/( &20321(17� 21(�:$< /,67
)RU WKH SURSRVHG VWUDWHJ\ WR ZRUN� ZKDW DVVXPSWLRQV DUH

PDGH DERXW FRPSRQHQWV" )LUVW� D FRPSRQHQW PXVW KDYH D
ZHOO�GHILQHG LQWHUIDFH WKDW LV FOHDUO\ GLVWLQJXLVKDEOH IURP

LWV LPSOHPHQWDWLRQ� 6HFRQG� LQ RUGHU WR DXWRPDWH WKH

SURFHVV RI JHQHUDWLQJ WHVW GDWD RU FKHFNLQJ WHVW UHVXOWV� RQH

PXVW KDYH VRPH GHVFULSWLRQ RI WKH LQWHQGHG EHKDYLRU RI WKH

FRPSRQHQW XQGHU WHVW� 7KH LQLWLDO UHTXLUHPHQW IRU WKH

UHVHDUFK GHVFULEHG KHUH LV WKDW D FRPSRQHQW PXVW KDYH D
IRUPDOO\ VSHFLILHG LQWHUIDFH GHVFULEHG LQ D PRGHO�EDVHG

VSHFLILFDWLRQ ODQJXDJH� 5(62/9( >��@ KDV EHHQ VHOHFWHG

DV WKH VSHFLILFDWLRQ ODQJXDJH IRU WKLV UHVHDUFK� DOWKRXJK

RWKHU PRGHO�EDVHG VSHFLILFDWLRQ ODQJXDJHV >��@ DUH DOVR

DSSOLFDEOH� 7KH FKRLFH RI VSHFLILFDWLRQ ODQJXDJH ZDV PDGH
IRU WZR SUDJPDWLF UHDVRQV� WKH UHVHDUFKHUV LQYROYHG ZHUH

IDPLOLDU ZLWK WKH ODQJXDJH� DQG XVLQJ LW SURYLGHV D QDWXUDO

FROODERUDWLRQ SDWK IRU ILHOGLQJ WRROV� 5HVHDUFKHUV DW 7KH

2KLR 6WDWH 8QLYHUVLW\ DQG DW :HVW 9LUJLQLD 8QLYHUVLW\ DUH

FROODERUDWLQJ RQ D 6RIWZDUH &RPSRVLWLRQ :RUNEHQFK EDVHG

RQ 5(62/9( WHFKQRORJ\ WKDW LV DQ LGHDO HQYLURQPHQW LQ
ZKLFK WR HYDOXDWH DQG DSSO\ WKH WHVWLQJ WRROV GHVFULEHG LQ

WKLV SDSHU�



$OWKRXJK WKH LQLWLDO UHVHDUFK UHTXLUHPHQW LV WKDW DOO

FRPSRQHQWV KDYH IRUPDOO\ VSHFLILHG LQWHUIDFHV� WKH WRROV

PDNLQJ XS WKH DSSURDFK GR SURYLGH JUDFHIXO IDOOEDFN
SRVLWLRQV LI RQO\ VHPL�IRUPDO RU LQIRUPDO FRPSRQHQW

EHKDYLRUDO GHVFULSWLRQV DUH DYDLODEOH� ,QIRUPDO GHVFULSWLRQV

UHTXLUH PRUH KXPDQ LQWHUYHQWLRQ LQ WKH SURFHVV� KRZHYHU�

VLQFH WKHUH LV QR HDV\ ZD\ WR DXWRPDWLFDOO\ H[WUDFW

EHKDYLRUDO UHTXLUHPHQWV� 7KH HQG UHVXOW LV D VWUDWHJ\ WKDW

FDQ VWLOO EH DSSOLHG� HYHQ ZLWKRXW DQ\ IRUPDO EHKDYLRUDO
GHVFULSWLRQV� EXW DW WKH FRVW RI UHGXFHG DXWRPDWLRQ DQG

JUHDWHU SURJUDPPHU LQWHUYHQWLRQ�

7R JURXQG WKH GLVFXVVLRQ RI IRUPDOO\ VSHFLILHG FRPSRQHQWV

LQ WKLV SDSHU� )LJXUH � SUHVHQWV WKH 5(62/9( VSHFLILFDWLRQ

RI D RQH�ZD\ OLVW FRPSRQHQW WKDW ZDV RULJLQDOO\ GHVFULEHG
E\ 6LWDUDPDQ HW DO� >��@� 7KLV JHQHULF FRPSRQHQW LV

SDUDPHWHUL]HG E\ WKH W\SH RI LWHP LW ZLOO FRQWDLQ� $ RQH�

ZD\ OLVW LV DQ RUGHUHG VHTXHQFH RI LWHPV� DOO RI WKH VDPH

W\SH� 2QH PD\ PRYH IRUZDUG LQ WKH VHTXHQFH� DFFHVVLQJ

LQGLYLGXDO HOHPHQWV LQ WXUQ� RU MXPS WR HLWKHU HQG RI WKH

VHTXHQFH� $ VLPLODU FRPSRQHQW WKDW VXSSRUWV EL�GLUHFWLRQDO
PRYHPHQW LV SUHVHQWHG E\ =ZHEHQ >��@� $ RQH�ZD\ OLVW

PD\ EH LPSOHPHQWHG DV D VLQJO\�OLQNHG FKDLQ RI

FRQFHSW 2QHB:D\B/LVW
FRQWH[W

JOREDO FRQWH[W
IDFLOLW\ 6WDQGDUGB%RROHDQB)DFLOLW\

SDUDPHWULF FRQWH[W
W\SH ,WHP

LQWHUIDFH

W\SH /LVW LV PRGHOHG E\ �
OHIW � VWULQJ RI PDWK>,WHP@�
ULJKW � VWULQJ RI PDWK>,WHP@

�
H[HPSODU V
LQLWLDOL]DWLRQ

HQVXUHV V  �HPSW\BVWULQJ� HPSW\BVWULQJ�

RSHUDWLRQ 0RYHB7RB6WDUW �DOWHUV V � /LVW�
HQVXUHV V  �HPSW\BVWULQJ� �V�OHIW 
 �V�ULJKW�

RSHUDWLRQ 0RYHB7RB)LQLVK �DOWHUV V � /LVW�
HQVXUHV V  ��V�OHIW 
 �V�ULJKW� HPSW\BVWULQJ�

RSHUDWLRQ $GYDQFH �DOWHUV V � /LVW�
UHTXLUHV V�ULJKW � HPSW\BVWULQJ
HQVXUHV WKHUH H[LVWV [ � ,WHP

�V�OHIW  �V�OHIW 
 � [ ! DQG �V�ULJKW  � [ ! 
 V�ULJKW�

RSHUDWLRQ $GGB5LJKW �DOWHUV V � /LVW� FRQVXPHV [ � ,WHP�
HQVXUHV V  ��V�OHIW� � �[ ! 
 �V�ULJKW�

RSHUDWLRQ 5HPRYHB5LJKW �DOWHUV V � /LVW� SURGXFHV [ � ,WHP�
UHTXLUHV V�ULJKW � HPSW\BVWULQJ
HQVXUHV V�OHIW  �V�OHIW DQG �V�ULJKW  � [ ! 
 V�ULJKW

RSHUDWLRQ 6ZDSB5LJKWV �DOWHUV V� � /LVW� DOWHUV V� � /LVW�
HQVXUHV V��OHIW  �V��OHIW DQG V��ULJKW  �V��ULJKW DQG

V��OHIW  �V��OHIW DQG V��ULJKW  �V��ULJKW

RSHUDWLRQ $WB6WDUW �SUHVHUYHV V � /LVW� � %RROHDQ
HQVXUHV $WB6WDUW LII V�OHIW  HPSW\BVWULQJ

RSHUDWLRQ $WB)LQLVK �SUHVHUYHV V � /LVW� � %RROHDQ
HQVXUHV $WB)LQLVK LII V�ULJKW  HPSW\BVWULQJ

HQG 2QHB:D\B/LVW

)LJXUH �²$ 5(62/9( 6SHFLILFDWLRQ IRU 2QH�:D\ /LVW



G\QDPLFDOO\ DOORFDWHG QRGHV� DV D G\QDPLFDOO\ DOORFDWHG

DUUD\� RU E\ EXLOGLQJ RQ RWKHU FRPSRQHQWV OLNH D VWDFN� D

TXHXH� RU D YHFWRU�

7KH PDWKHPDWLFDO PRGHO RI WKH RQH�ZD\ OLVW VKRZQ LQ

)LJXUH � LV D SDLU RI PDWKHPDWLFDO VWULQJV �ILQLWH VHTXHQFHV��

7KHUH LV QR H[SOLFLW QRWLRQ RI D ³FXUUHQW SRVLWLRQ´ RU

³FXUVRU�´ ,QVWHDG� WKH FXUUHQW ORFDWLRQ LV LPSOLFLW LQ WKH IDFW

WKDW WKH VWULQJ LV SDUWLWLRQHG LQWR OHIW DQG ULJKW VHJPHQWV�

,QWXLWLYHO\� LWHPV WR WKH ³OHIW´ DUH WKRVH WKDW DUH ³EHKLQG´
WKH FXUUHQW ORFDWLRQ �FORVHU WR WKH IURQW RI WKH VHTXHQFH��

ZKLOH WKRVH WR WKH ³ULJKW´ DUH LQ IURQW �WRZDUG WKH UHDU��

7KH SUHFRQGLWLRQV �UHTXLUHV FODXVHV� DQG SRVWFRQGLWLRQV

�HQVXUHV FODXVHV� RI HDFK RSHUDWLRQ VXSSRUWHG E\ WKH

FRPSRQHQW DUH GHVFULEHG LQ WHUPV RI WKLV PDWKHPDWLFDO

PRGHO� ,Q SRVWFRQGLWLRQV� WKH SRXQG VLJQ ��� LV XVHG WR
UHIHU WR WKH LQFRPLQJ YDOXH RI D SDUDPHWHU� UDWKHU WKDQ LWV

RXWJRLQJ YDOXH�

� 7+( &(175$/ )2&86� %8,/7�,1 7(67

&$3$%,/,7,(6

7KH FRUQHUVWRQH RI WKH DXWRPDWHG WHVWLQJ IUDPHZRUN LV D

PLFUR�DUFKLWHFWXUH IRU SURYLGLQJ EXLOW�LQ WHVW �%,7� VXSSRUW
LQ VRIWZDUH FRPSRQHQWV� 7KLV DUFKLWHFWXUH EXLOGV RQ

FXUUHQW UHVHDUFK LQ V\VWHPDWLFDOO\ GHWHFWLQJ LQWHUIDFH

YLRODWLRQV LQ FRPSRQHQW�EDVHG VRIWZDUH >�@� ,Q HVVHQFH�

HDFK VRIWZDUH FRPSRQHQW SURYLGHV D VLPSOH ³KRRN´

LQWHUIDFH �ZLWK QR UXQ�WLPH RYHUKHDG� WKDW FDQ EH XVHG LQ
DGRUQLQJ WKH FRPSRQHQW ZLWK VRSKLVWLFDWHG %,7

FDSDELOLWLHV� )LJXUH � LOOXVWUDWHV WKLV LGHD� 6RSKLVWLFDWHG

³GHFRUDWRU´ FRPSRQHQWV �ZUDSSHUV� WKDW SURYLGH D QXPEHU

RI VHOI�FKHFNLQJ DQG VHOI�WHVWLQJ IHDWXUHV FDQ WKHQ EH XVHG

WR HQFDVH WKH XQGHUO\LQJ FRPSRQHQW�

7KH LQQRYDWLYH SURSHUWLHV RI WKLV VWUDWHJ\ DUH�

x %,7 ZUDSSHUV DUH FRPSOHWHO\ WUDQVSDUHQW WR FOLHQW DQG

FRPSRQHQW FRGH�

x %,7 ZUDSSHUV FDQ EH LQVHUWHG RU UHPRYHG ZLWKRXW

FKDQJLQJ FOLHQW FRGH �RQO\ D GHFODUDWLRQ QHHG EH

PRGLILHG�� 7KLV FDSDELOLW\ GRHV QRW UHTXLUH D
SUHSURFHVVRU� DQG FDQ EH XVHG LQ PRVW FXUUHQW

ODQJXDJHV�

x :KHQ %,7 VXSSRUW LV UHPRYHG� WKHUH LV QR UXQ�WLPH FRVW

WR WKH XQGHUO\LQJ FRPSRQHQW�

x %RWK LQWHUQDO DQG H[WHUQDO DVVHUWLRQV DERXW D

FRPSRQHQW
V EHKDYLRU FDQ EH FKHFNHG�

x 3UHFRQGLWLRQ� SRVWFRQGLWLRQ� DQG DEVWUDFW LQYDULDQW

FKHFNV FDQ EH ZULWWHQ LQ WHUPV RI WKH FRPSRQHQW¶V

DEVWUDFW PDWKHPDWLFDO PRGHO >�@� UDWKHU WKDQ GLUHFWO\ LQ

WHUPV RI WKH FRPSRQHQW
V LQWHUQDO UHSUHVHQWDWLRQ

VWUXFWXUH�

x &KHFNLQJ FRGH LV FRPSOHWHO\ VHSDUDWHG IURP WKH
XQGHUO\LQJ FRPSRQHQW�

x 9LRODWLRQV DUH GHWHFWHG ZKHQ WKH\ RFFXU DQG EHIRUH WKH\

FDQ SURSDJDWH WR RWKHU FRPSRQHQWV� WKH VRXUFH RI WKH

YLRODWLRQ FDQ EH UHSRUWHG GRZQ WR WKH VSHFLILF

PHWKRG�RSHUDWLRQ UHVSRQVLEOH�

x 5RXWLQH DVSHFWV RI WKH %,7 ZUDSSHUV FDQ EH
DXWRPDWLFDOO\ JHQHUDWHG�

x 7KH DSSURDFK ZRUNV ZHOO ZLWK IRUPDOO\ VSHFLILHG

FRPSRQHQWV� EXW GRHV QRW UHTXLUH IRUPDO VSHFLILFDWLRQ�

x 7KH DSSURDFK SURYLGHV IXOO REVHUYDELOLW\ RI D

FRPSRQHQW
V LQWHUQDO VWDWH ZLWKRXW EUHDNLQJ
HQFDSVXODWLRQ IRU FOLHQWV�

x $FWLRQV WDNHQ LQ UHVSRQVH WR GHWHFWHG YLRODWLRQV DUH

VHSDUDWHG IURP WKH %,7 ZUDSSHU FRGH�

)LJXUH � LOOXVWUDWHV D FRPSRQHQW HQFDVHG LQ D WZR�SO\ %,7

ZUDSSHU� 7KH LQQHU OD\HU RI WKH ZUDSSHU LV UHVSRQVLEOH IRU

GLUHFWO\ DQG VDIHO\ DFFHVVLQJ WKH FRPSRQHQW
V LQWHUQDOV�
SHUIRUPLQJ LQWHUQDO FRQVLVWHQF\ FKHFNV� DQG WKHQ

FRQYHUWLQJ WKH LQWHUQDO VWDWH LQIRUPDWLRQ LQWR D SURJUDP�

PDQLSXODEOH PRGHO RI WKH FRPSRQHQW
V DEVWUDFW VWDWH >�@�

7KH RXWHU OD\HU LV UHVSRQVLEOH IRU XVLQJ WKLV PRGHO WR FKHFN

WKDW FOLHQWV XSKROG WKHLU REOLJDWLRQV LQ XVLQJ WKH XQGHUO\LQJ
FRPSRQHQW� WR FKHFN WKDW WKH FRPSRQHQW PDLQWDLQV DQ\

LQYDULDQW SURSHUWLHV LW DGYHUWLVHV� DQG WR GRXEOH�FKHFN WKH

UHVXOWV RI HDFK RSHUDWLRQ WR WKH H[WHQW GHVLUHG IRU VHOI�

WHVWLQJ SXUSRVHV� &OLHQW FRGH DFFHVVHV WKH FRPSRQHQW MXVW

DV LI LW ZHUH XQDGRUQHG�

7KH %,7 VWUDWHJ\ LV GHVLJQHG WR SURYLGH PD[LPDO VXSSRUW
GXULQJ XQLW WHVWLQJ� GHEXJJLQJ� DQG LQWHJUDWLRQ WHVWLQJ� %\

RXWILWWLQJ D FRPSRQHQW ZLWK D %,7 ZUDSSHU GXULQJ XQLW

WHVWLQJ� PXFK PRUH WKRURXJK WHVWLQJ FDQ EH DFKLHYHG ZLWK

WKH DG KRF VWUDWHJLHV PRVW GHYHORSHUV HPSOR\� )RU HYHU\

WHVW FDVH H[HFXWHG� D ODUJH QXPEHU RI LQWHUQDO FRQVLVWHQF\

FKHFNV DUH SHUIRUPHG� DQ\ RQH RI ZKLFK KDV WKH SRWHQWLDO RI
UHYHDOLQJ HUURUV� 6LQFH WKHVH FKHFNV DUH DXWRPDWLFDOO\

SHUIRUPHG IRU DQ\ DQG DOO RSHUDWLRQV H[HFXWHG E\ WKH

FRPSRQHQW LQ HDFK WHVW FDVH� WKH\ KDYH WKH HIIHFW RI

PXOWLSO\LQJ WKH WHVWHU
V DELOLW\ WR GHWHFW HUURUV� :KHQ HUURUV

DUH IRXQG� WKH IXOO YLVLELOLW\ RI LQWHUQDO VWDWH SURYLGHG E\ WKH

%,7 VWUDWHJ\ LV KHOSIXO GXULQJ GHEXJJLQJ� ,Q SDUWLFXODU� WKH

&RPSRQHQW
�

&OLHQW ,QWHUIDFH

%,7 $FFHVV

)LJXUH �±&RPSRQHQW 3URYLGHV ³+RRNV́

IRU %,7 ,QIUDVWUXFWXUH



VWUDWHJ\ SURYLGHV WKH SURJUDPPHU ZLWK DGGLWLRQDO

FDSDELOLWLHV IRU ERWK LQSXW DQG RXWSXW RI LQWHUQDO VWDWH

LQIRUPDWLRQ� DV ZHOO DV WKH DELOLW\ WR PRGLI\ LQWHUQDO VWDWH

LQIRUPDWLRQ IRU GHEXJJLQJ SXUSRVHV� 1RQH RI WKHVH

FDSDELOLWLHV UHTXLUH DQ\ DGGLWLRQDO GHVLJQ RU FRGLQJ WLPH

IURP WKH GHYHORSHU� EH\RQG WKH LQFOXVLRQ RI WKH RULJLQDO
%,7 KRRNV LQ WKH XQGHUO\LQJ FRPSRQHQW� )LQDOO\� GXULQJ

LQWHJUDWLRQ WHVWLQJ� %,7 ZUDSSHUV FDQ SURYLGH ILUHZDOOV

EHWZHHQ FRPSRQHQWV IRU LQFUHPHQWDO LQWHJUDWLRQ� $V QHZ

XQLWV DUH DGGHG WR WKH V\VWHP� WKH ZUDSSHUV ZLOO GHWHFW DQ\

XQIRUHVHHQ LQWHUDFWLRQV� 7KLV VWUDWHJ\ VXSSRUWV ERWWRP�XS�

WRS�GRZQ� DQG K\EULG LQFUHPHQWDO LQWHJUDWLRQ VWUDWHJLHV�

� 7+( 9,6,21� $1 $8720$7(' 7(67,1*

)5$0(:25.
7KH %,7 LQIUDVWUXFWXUH SURYLGHV D QDWXUDO PHFKDQLVP IRU

VXSSRUWLQJ VHPL� RU IXOO\ DXWRPDWLF WHVWLQJ� 6LPSO\ SXW� WKH

IUDPHZRUN IRU DXWRPDWHG WHVWLQJ GHVFULEHG KHUH UHVWV RQ

WKUHH OHJV�

x $XWRPDWLF �RU VHPL�DXWRPDWLF� JHQHUDWLRQ RI D

FRPSRQHQW
V %,7 ZUDSSHU�

x $XWRPDWLF JHQHUDWLRQ RI D FRPSRQHQW
V WHVW GULYHU�

x $XWRPDWLF �RU VHPL�DXWRPDWLF� JHQHUDWLRQ RI WHVW FDVHV

IRU WKH FRPSRQHQW�

$OO WKUHH JHQHUDWLRQ VWUDWHJLHV UHO\ RQ WKH VDPH

LQIRUPDWLRQ� D FRPSOHWH EHKDYLRUDO GHVFULSWLRQ RI WKH

FRPSRQHQW
V LQWHUIDFH FRQWUDFW� %\ FRPELQLQJ WKHVH

JHQHUDWLRQ VWUDWHJLHV� LW LV SRVVLEOH WR FUHDWH D WHVW GULYHU� D

WHVW VXLWH� DQG D %,7 ZUDSSHU GLUHFWO\ IURP D FRPSRQHQW
V

VSHFLILFDWLRQ� ,I WKH %,7 ZUDSSHU DOVR SURYLGHV

FRPSUHKHQVLYH FKHFNV RQ WKH SRVWFRQGLWLRQV RI DOO H[SRUWHG

RSHUDWLRQV²LQ HIIHFW� DFWLQJ DV D WHVW RUDFOH²WKHQ WKH
FRPELQDWLRQ ZLOO SURGXFH D KLJKO\ DXWRPDWHG WHVWLQJ DQG

GHEXJJLQJ FDSDELOLW\� DV RXWOLQHG LQ )LJXUH ��

*HQHUDWLQJ %,7 :UDSSHUV
:H KDYH GHVLJQHG DQG LPSOHPHQWHG D JHQHUDWRU WKDW XVHV

5(62/9(�VW\OH FRPSRQHQW VSHFLILFDWLRQV DQG &��

WHPSODWH LQWHUIDFHV WR JHQHUDWH %,7 ZUDSSHUV >��@� 7KH
XQGHUO\LQJ SULQFLSOHV IRU FUHDWLQJ VXFK ZUDSSHUV DUH

LQGHSHQGHQW RI DQ\ SDUWLFXODU VSHFLILFDWLRQ WHFKQLTXH RU

LPSOHPHQWDWLRQ ODQJXDJH� DQG WKH\ FDQ EH UHDGLO\ H[WHQGHG

WR RWKHU ODQJXDJHV >�@�

7KH H[WHUQDO LQWHUIDFH RI D %,7 ZUDSSHU LV LGHQWLFDO WR WKDW

RI WKH FRUUHVSRQGLQJ EDVH FRPSRQHQW� 6HPDQWLFDOO\� WKH\
GLIIHU LQ KRZ WKH\ EHKDYH ZKHQ HLWKHU WKH SUH� RU

SRVWFRQGLWLRQ RI VRPH RSHUDWLRQ LV YLRODWHG� ,Q SDUWLFXODU�

ZKHUH D UHJXODU FRPSRQHQW JXDUDQWHHV QRWKLQJ LI DQ

RSHUDWLRQ LV LQYRNHG XQGHU FRQGLWLRQV YLRODWLQJ LWV

SUHFRQGLWLRQ� D %,7 ZUDSSHU LQVWHDG JXDUDQWHHV LW ZLOO
SHUIRUP D VSHFLILF QRWLILFDWLRQ DFWLRQ� :H FDOO D %,7

ZUDSSHU WKDW RQO\ FKHFNV IRU SUHFRQGLWLRQ YLRODWLRQV D RQH�

ZD\ FKHFNLQJ ZUDSSHU�

&OLHQW

&RPSRQHQW

$EVWUDFW /D\HU�
FKHFN FOLHQW
REOLJDWLRQV�
RSHUDWLRQ

SRVWFRQGLWLRQV�
H[WHUQDO LQYDULDQWV

5HSUHVHQWDWLRQ

/D\HU� FKHFN IRU
LQWHUQDO FRQVLVWHQF\�
FRQYHUW WR DEVWUDFW
PRGHO

)LJXUH �±$ :UDSSHU 6XUURXQGV WKH &RPSRQHQW�

,PSOHPHQWLQJ $OO 1HFHVVDU\ 7HVWLQJ )XQFWLRQV

5HSUHVHQWDWLRQ /D\HU

$EVWUDFW /D\HU



6LPLODUO\� D WZR�ZD\ FKHFNLQJ ZUDSSHU JXDUDQWHHV WR�

�� &DUU\ RXW LWV SUHFRQGLWLRQ QRWLILFDWLRQ DFWLRQ LI WKH

SUHFRQGLWLRQ GRHV QRW KROG� RU

�� (VWDEOLVK WKDW WKH SRVWFRQGLWLRQ LV WUXH XSRQ RSHUDWLRQ

FRPSOHWLRQ� RU

�� &DUU\ RXW LWV SRVWFRQGLWLRQ QRWLILFDWLRQ DFWLRQ LI WKH

SRVWFRQGLWLRQ GRHV QRW KROG�

%RWK RQH�ZD\ DQG WZR�ZD\ FKHFNLQJ ZUDSSHUV DUH

H[WUHPHO\ XVHIXO� 2QH�ZD\ ZUDSSHUV FRUUHVSRQG ZLWK WKH
WUDGLWLRQDO QRWLRQ RI D ³GHIHQVLYH VKHOO´ WKDW SURWHFWV D

FRPSRQHQW IURP HUUDQW FOLHQWV� 7ZR�ZD\ ZUDSSHUV� RQ WKH

RWKHU KDQG� DUH PRUH DNLQ WR ³VHOI�FKHFNLQJ´ RU ³VHOI�

YHULI\LQJ´ FRPSRQHQWV WKDW FRQILUP WKHLU RZQ ZRUN DV ZHOO

DV VSRWWLQJ HUURQHRXV FOLHQW EHKDYLRU�

:KLOH FRQVWUXFWLQJ %,7 ZUDSSHUV LV D VWUDLJKWIRUZDUG
SURFHVV� LW UDLVHV WKH TXHVWLRQ RI KRZ RQH FDQ DXWRPDWLFDOO\

JHQHUDWH SUH� DQG SRVWFRQGLWLRQ FKHFNV� )RU PRVW

FRPSRQHQWV� FKHFNLQJ HDFK SUHFRQGLWLRQ LV VWUDLJKWIRUZDUG

DQG FDQ WKXV EH DXWRPDWHG� %\ XVLQJ WKH PRGHO FRQYHUVLRQ

DSSURDFK GHVFULEHG LQ >�@� PDQ\ SUHFRQGLWLRQ DQG

SRVWFRQGLWLRQ DVVHUWLRQV FDQ EH FRQYHUWHG WR FRGH E\ D
VLPSOH WUDQVOLWHUDWLRQ SURFHVV� )RU H[DPSOH� FRPSOHWH SUH�

DQG SRVWFRQGLWLRQ FKHFNV FDQ EH DXWRPDWLFDOO\ JHQHUDWHG

IRU WKH RQH�ZD\ OLVW VSHFLILFDWLRQ LQ )LJXUH ��

+RZHYHU� VRPH DVVHUWLRQV DUH QRQ�WULYLDO� )RU H[DPSOH�

FRGH IRU FKHFNLQJ DVVHUWLRQV FRQWDLQLQJ TXDQWLILHUV FDQQRW

EH JHQHUDWHG PHFKDQLFDOO\ >�@� $V D UHVXOW� ZH

DUH H[SORULQJ WKH IROORZLQJ SRVVLELOLWLHV IRU

SURYLGLQJ JUHDWHU VXSSRUW IRU DXWRPDWHG %,7
ZUDSSHU FRQVWUXFWLRQ�

x 6HPL�$XWRPDWLF *HQHUDWLRQ� ,W LV SRVVLEOH

WR DXWRPDWLFDOO\ JHQHUDWH FKHFNLQJ FRGH IRU

PDQ\ SUHFRQGLWLRQV DV ZHOO DV IRU PDQ\

FODXVHV LQ SRVWFRQGLWLRQV� 2QH SRVVLEOH

DSSURDFK WR VROYLQJ WKLV SUREOHP LV WR
DXWRPDWLFDOO\ JHQHUDWH HYHU\WKLQJ WKDW LV

DSSURSULDWH� DQG DOORZ D KXPDQ WR SURYLGH

WKH FRGH IRU WKRVH FKHFNV WKDW FDQQRW EH

DXWRPDWHG� 2XU H[SHULHQFH ZLWK WKH

SURWRW\SH ZUDSSHU JHQHUDWRU LQGLFDWHV LW LV D

VLPSOH SURFHVV WR VHSDUDWH WKH KXPDQ�
FRQWULEXWHG FKHFNV IURP DOO RI WKH RWKHU

LQIUDVWUXFWXUDO FRGH QHFHVVDU\ WR VXSSRUW D

%,7 ZUDSSHU� )XUWKHU� WKH SHUVRQ FUHDWLQJ

WKH FKHFNV ZLOO ZULWH WKHP LQ DEVWUDFW

FOLHQW�OHYHO WHUPV²L�H�� WKH PDWKHPDWLFDO
PRGHO RI WKH FRPSRQHQW¶V VWDWH²LQVWHDG RI

LQ WHUPV RI WKH LPSOHPHQWDWLRQ RI WKH

FRPSRQHQW XQGHU WHVW >�@�

x '\QDPLF $VVHUWLRQ 9HULILFDWLRQ� $Q

DOWHUQDWLYH WKDW ZH DUH DFWLYHO\ H[SORULQJ

XVHV FXUUHQW JHQHUDWLRQ YHULILFDWLRQ WRROV�
:KLOH FXUUHQW YHULILFDWLRQ WRROV RIWHQ KDYH WURXEOH ZLWK

FRPSOH[ TXDQWLILHG DVVHUWLRQV WKDW DULVH GXULQJ VWDWLF

IRUPDO YHULILFDWLRQ� WKH VLPSOHU DVVHUWLRQV WKDW DULVH DW

UXQ�WLPH LQ D %,7 ZUDSSHU� ZKHUH DOO YDULDEOHV KDYH

VSHFLILF YDOXHV� DUH PRUH DPHQDEOH WR H[LVWLQJ SURRI

WRROV� ,W LV SRVVLEOH WR DXWRPDWLFDOO\ JHQHUDWH D
FRPSOHWH %,7 ZUDSSHU WKDW UHOLHV RQ D YHULILFDWLRQ�SURRI

HQJLQH IRU DVVHUWLRQ FKHFNLQJ ZLWK VSHFLILF SDUDPHWHU

YDOXHV DW UXQ�WLPH�

x ³$UPRUHG´ &RPSRQHQWV 8VLQJ 5HIHUHQFH

,PSOHPHQWDWLRQV� ,I D UHIHUHQFH LPSOHPHQWDWLRQ IRU D
FRPSRQHQW �HYHQ DQ LQHIILFLHQW RQH� H[LVWV� LW LV SRVVLEOH

WR DXWRPDWLFDOO\ JHQHUDWH D %,7 ZUDSSHU WKDW SHUIRUPV

EDFN�WR�EDFN WHVWLQJ DJDLQVW WKH FRPSRQHQW XQGHU WHVW�

7KLV RSHQV XS LQWULJXLQJ SRVVLELOLWLHV� VLQFH LW LV SRVVLEOH

WR UHFRYHU IURP LQWHUQDO HUURUV� WKH ZUDSSHU� ZKLFK

VWDQGV EHWZHHQ WKH FOLHQW DQG WKH WZR LPSOHPHQWDWLRQV�
FDQ VHOHFWLYHO\ SDVV RQ WKH UHIHUHQFH LPSOHPHQWDWLRQ

UHVXOWV ZKHQ WKH XQLW XQGHU WHVW IDLOV� )XUWKHU� WKH %,7

LQIUDVWUXFWXUH HYHQ DOORZV WKH ³JRRG´ GDWD SURGXFHG E\

WKH UHIHUHQFH LPSOHPHQWDWLRQ WR EH XVHG WR IRUFH

UHFRYHU\ RQ WKH XQLW XQGHU WHVW >�@� 7KLV OHDGV WR D

GHIHQVLYH ZUDSSHU WKDW LV FORVH WR EXOOHWSURRI�

*HQHUDWLQJ 7HVW 'ULYHUV

&RPSDUHG WR WKH GLIILFXOWLHV LQYROYHG LQ JHQHUDWLQJ %,7

ZUDSSHUV� JHQHUDWLQJ WHVW GULYHUV LV D VLPSOHU SUREOHP� 7KH

UHVHDUFK GHVFULEHG KHUH LV EDVHG RQ DQ LQWHUSUHWHU PRGHO IRU

WHVW GULYHUV� D WHVW GULYHU FDQ EH YLHZHG DV D FRPPDQG

7HVW 'ULYHU

&RPSRQHQW
�

)LJXUH �±*HQHUDO 7HVWLQJ 6HWXS

7HVW
6XLWH

7HVW
2XWSXW

'HIHFW
5HSRUW

5HSUHVHQWDWLRQ /D\HU

$EVWUDFW /D\HU



LQWHUSUHWHU WKDW UHDGV LQ WHVW FDVHV DQG WUDQVODWHV WKHP LQWR

DFWLRQV RQ WKH FRPSRQHQW XQGHU WHVW� )URP WKLV SRLQW RI

YLHZ� LW LV VWUDLJKWIRUZDUG WR SDUVH D FRPSRQHQW
V LQWHUIDFH
GHILQLWLRQ� LGHQWLI\ LWV RSHUDWLRQV� DQG FRQVWUXFW DQ

LQWHUSUHWHU� $OO ILOWHULQJ RI LQYDOLG RSHUDWLRQ UHTXHVWV LV

KDQGOHG E\ WKH %,7 ZUDSSHU HQFDVLQJ WKH FRPSRQHQW XQGHU

WHVW� DV LV UXQ�WLPH FKHFNLQJ RI SURGXFHG RXWSXW� 7KH PDMRU

ZHDNQHVVHV RI WKLV DSSURDFK DUH LQ HIIHFWLYHO\ KDQGOLQJ RI

FRPSRQHQWV WKDW UHO\ RQ LQYHUVLRQ RI FRQWURO RU WKDW KDYH D
VXEVWDQWLDO KXPDQ LQWHUDFWLRQ FRPSRQHQW�

:H KDYH GHVLJQHG DQG DUH FXUUHQWO\ LPSOHPHQWLQJ D WHVW

GULYHU JHQHUDWRU EDVHG RQ WKLV VWUDWHJ\� :H DUH FXUUHQWO\

XVLQJ 5(62/9(�&�� DV WKH XQGHUO\LQJ LPSOHPHQWDWLRQ

ODQJXDJH IRU RXU FRPSRQHQWV >��@� DQG VR KDYH DGRSWHG D

VXEVHW RI &�� DV D WHVW FDVH GHILQLWLRQ ODQJXDJH� )LJXUH �
VKRZV D VDPSOH WHVW FDVH RQH PLJKW XVH IRU WKH RQH�ZD\ OLVW

FRPSRQHQW�

7KH DUFKLWHFWXUH IRU WKH LQWHUSUHWHU�WHVW GULYHU XVHV WKH

HQYHORSH DQG OHWWHU SDUDGLJP IRU KDQGOLQJ LQWHUQDO YDOXHV�

DQG XVHV DQ H[HPSODU�EDVHG GLVSDWFKLQJ VWUDWHJ\ IRU

KDQGOLQJ RSHUDWLRQV RQ XVHU�GHILQHG REMHFWV >�@� $V D
UHVXOW� WKH FRUH LQWHUSUHWHU HQJLQH GRHV QRW GLUHFWO\ UHIHU WR

WKH FRPSRQHQW XQGHU WHVW RU DQ\ RI LWV PHWKRGV� 7KLV

PHDQV WKDW VXSSRUW IRU DQ\ XQLW XQGHU WHVW FDQ EH DGGHG

ZLWKRXW UHTXLULQJ DQ\ FKDQJHV WR RU UHFRPSLODWLRQ RI WKH

LQWHUSUHWHU HQJLQH LWVHOI� ,QVWHDG� RXU GULYHU JHQHUDWRU
FUHDWHV D ³JOXH´ VRXUFH ILOH WKDW� ZKHQ FRPSLOHG DQG WKHQ

OLQNHG ZLWK WKH H[LVWLQJ LQWHUSUHWHU REMHFW ILOHV� SURGXFHV D

FXVWRP GULYHU IRU WKH FRPSRQHQW XQGHU WHVW� 2XU

H[SHULHQFH KDV EHHQ WKDW DQ LQWHUSUHWHU SURYLGHV D

VLJQLILFDQW WLPH VDYLQJV RYHU GLUHFW FRPSLODWLRQ RI WHVW

FDVHV ZKHQ ODUJH WHVW VHWV DUH XVHG�

*HQHUDWLQJ 7HVW 'DWD

7KHUH DUH D QXPEHU RI VWUDWHJLHV IRU JHQHUDWLQJ EODFN�ER[

WHVW GDWD IURP D FRPSRQHQW¶V EHKDYLRUDO GHVFULSWLRQ >�@�

7KH JHQHUDWLRQ DSSURDFK ZH KDYH WDNHQ LV DGDSWHG IURP

EODFN�ER[ WHVW DGHTXDF\ FULWHULD GHVFULEHG E\ =ZHEHQ HW DO�

>��@� 7KLV EODFN ER[ WHVW DGHTXDF\ ZRUN GHVFULEHV KRZ RQH
FDQ FRQVWUXFW D IORZ JUDSK IURP D EHKDYLRUDO VSHFLILFDWLRQ�

7KLV GLUHFWHG JUDSK KDV D VLQJOH HQWU\� UHSUHVHQWLQJ REMHFW

FUHDWLRQ� DQG D VLQJOH H[LW� UHSUHVHQWLQJ REMHFW GHVWUXFWLRQ�

(YHU\ ³REMHFW OLIHWLPH´²FRPSRVHG RI VRPH OHJDO VHTXHQFH

RI RSHUDWLRQV DSSOLHG WR D JLYHQ REMHFW²LV UHSUHVHQWHG DV
VRPH �SRVVLEO\ F\FOLF� SDWK WKURXJK WKH JUDSK�

*LYHQ VXFK D IORZ JUDSK� SRVVLEOH WHVWLQJ VWUDWHJLHV EHFRPH

HYLGHQW >�@� =ZHEHQ HW DO� GHVFULEH QDWXUDO DQDORJXHV RI

ZKLWH�ER[ FRQWURO� DQG GDWD�IORZ WHVWLQJ VWUDWHJLHV DGDSWHG

WR EODFN�ER[ IORZ JUDSKV� LQFOXGLQJ QRGH FRYHUDJH� EUDQFK

FRYHUDJH� DOO GHILQLWLRQ FRYHUDJH� DOO XVH FRYHUDJH� DOO '8�
SDWK FRYHUDJH� DQG DOO N�OHQJWK SDWK FRYHUDJH� )XUWKHU�

EHFDXVH EUDQFKHV LQ WKH JUDSK UHSUHVHQW GLIIHUHQW FKRLFHV

IRU PHWKRG FDOOV LQ D VHTXHQFH� LQVWHDG RI ORJLFDO FRQWURO�

IORZ GHFLVLRQV� LW LV HDVLHU WR JHQHUDWH WHVW FDVHV WKDW

H[HUFLVH DOO EUDQFKHV�

$V ZLWK RWKHU EODFN�ER[ WHVW JHQHUDWLRQ VWUDWHJLHV� WKLV

DSSURDFK IDFHV WZR RSHQ LVVXHV� KRZ WR FRUUHFWO\ DQG

HIILFLHQWO\ GHFLGH ZKLFK HGJHV VKRXOG EH LQFOXGHG LQ D

JUDSK� DQG KRZ WR DGGUHVV WKH SUREOHP RI VDWLVILDELOLW\ LQ

FKRRVLQJ WHVW GDWD YDOXHV WR EH XVHG LQ LQGLYLGXDO WHVW FDVHV�
:KLOH SHUIHFW VROXWLRQV WR WKHVH SUREOHPV DUH QRW

FRPSXWDEOH� SUDFWLFDO KHXULVWLFV WKDW SURYLGH DSSUR[LPDWH

VROXWLRQV DUH DYDLODEOH� :KHQ FRPELQHG ZLWK D %,7

ZUDSSHU VXUURXQGLQJ WKH FRPSRQHQW XQGHU WHVW� LQYDOLG WHVW

FDVHV FDQ EH DXWRPDWLFDOO\ VFUHHQHG DQG UHPRYHG� DOORZLQJ

RYHUO\ RSWLPLVWLF KHXULVWLFV WR EH XVHG LQ SUDFWLFH� )XUWKHU�
WKH LQWHUQDO FKHFNV SHUIRUPHG E\ %,7 ZUDSSHUV KDYH WKH

SRVVLELOLW\ RI UHYHDOLQJ GHIHFWV WKDW DUH QRW GLUHFWO\

REVHUYDEOH IURP WKH RXWSXW SURGXFHG E\ RSHUDWLRQV� 7KLV

SURSHUW\ FDQ OHDG WR DQ DXWRPDWHG WHVWLQJ DSSURDFK WKDW KDV

D JUHDWHU GHIHFW UHYHDOLQJ FDSDELOLW\ WKDQ WUDGLWLRQDO EODFN�
ER[ VWUDWHJLHV�

:H KDYH H[SHULPHQWHG ZLWK DXWRPDWLFDOO\ JHQHUDWLQJ WHVW

GDWD E\ FRQVWUXFWLQJ IORZ JUDSKV GLUHFWO\ IURP 5(62/9(

VSHFLILFDWLRQV� :H KDYH LPSOHPHQWHG D SURWRW\SH WRRO IRU

WKLV SXUSRVH� DQG DUH FXUUHQWO\ LQ WKH SURFHVV RI HYDOXDWLQJ

WKH HIIHFWLYHQHVV RI WKH FRUUHVSRQGLQJ WHVW GDWD XVLQJ IDXOW
LQMHFWLRQ WHFKQLTXHV >��@� 6SHFLILFDOO\� ZH KDYH WDNHQ IRXU

5(62/9(�VSHFLILHG FRPSRQHQWV �D VWDFN� TXHXH� RQH�ZD\

OLVW� DQG SDUWLDO PDS�� DQG DSSOLHG DQ H[SUHVVLRQ�VHOHFWLYH

PXWDWLRQ WHVWLQJ VWUDWHJ\ >��@ WR VHHG NQRZQ GHIHFWV LQ

WKHP� 7HVW VHWV IRU HDFK FRPSRQHQW ZHUH WKHQ JHQHUDWHG

XVLQJ WKH DSSURDFK RXWOLQHG KHUH IRU WKUHH FRYHUDJH FULWHULD�
DOO QRGHV� DOO GHILQLWLRQV� DQG DOO XVHV� (DFK PXWDQW ZDV UXQ

RQ WKH FRUUHVSRQGLQJ WHVW VHWV� DQG GDWD ZHUH FROOHFWHG ERWK

ZLWK DQG ZLWKRXW %,7 ZUDSSHUV�

7KH SUHOLPLQDU\ UHVXOWV RI WKLV H[SHULPHQW DUH VXPPDUL]HG

LQ 7DEOH �� ³� 7HVW &DVHV´ LQGLFDWHV WKH QXPEHU RI GLVWLQFW
WHVW FDVHV �VXFK DV WKH H[DPSOH LQ )LJXUH �� LQ HDFK WHVW VHW�

³2XWSXW )DLOXUHV´ LQGLFDWHV WKH QXPEHU RI PXWDQWV NLOOHG E\

WKH FRUUHVSRQGLQJ WHVW VHW EDVHG VROHO\ RQ REVHUYDEOH RXWSXW

�ZLWKRXW FRQVLGHULQJ YLRODWLRQ GHWHFWLRQ ZUDSSHU FKHFNV��

³%,7 )DLOXUHV´ LQGLFDWHV WKH QXPEHU RI PXWDQWV NLOOHG

VROHO\ E\ XVLQJ WKH LQYDULDQW DQG SRVWFRQGLWLRQ FKHFNLQJ
SURYLGHG E\ WKH VXEMHFW¶V %,7 ZUDSSHU� )LJXUH � SURYLGHV D

JUDSKLFDO VXPPDU\ RI WKH SHUFHQWDJH RI PXWDQWV NLOOHG

^
/LVW O�
,QWHJHU [�
[  ������
O�$GGB5LJKW �[��
O�5HPRYHB5LJKW �[��

FRXW �� �RXWSXW  ! � �� O
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DOO GHIV DOO QRGHV DOO XVHV

%,7 :UDSSHU

2XWSXW 2QO\

)LJXUH �²'HIHFW 'HWHFWLRQ 5DWHV

XQGHU HDFK FRQGLWLRQ� WRJHWKHU ZLWK WKH LQFUHDVHG GHWHFWLRQ

UDWH SURYLGHG E\ %,7 ZUDSSHUV�

$V H[SHFWHG� DOO XVHV FRYHUDJH SURYLGHG D KLJKHU GHIHFW�

UHYHDOLQJ FDSDELOLW\ WKDQ WKH RWKHU FULWHULD� 7KH XVH RI WZR�

ZD\ FKHFNLQJ %,7 ZUDSSHUV SURYLGHG DQ LPSURYHPHQW LQ
GHIHFW UHYHDOLQJ FDSDELOLW\ LQ HYHU\ FDVH ZKHUH WKH\ ZHUH

XVHG� UDQJLQJ IURP ��±���� PRUH PXWDQWV NLOOHG� 7KH

JUHDWHVW LPSURYHPHQW ZDV VHHQ LQ WKH ZHDNHVW WHVW VHWV� IRU

H[DPSOH� WKH DOO GHILQLWLRQV WHVW VHW IRU WKH TXHXH

FRPSRQHQW RQO\ UHYHDOHG ����� RI GHIHFWV E\ H[DPLQLQJ

WHVW RXWSXW DORQH� EXW WKLV UDWH LQFUHDVHG WR ����� ZLWK D
%,7 ZUDSSHU�

0RVW VXUSULVLQJ RI DOO� IRU WKUHH RI WKH IRXU FRPSRQHQWV�

���� RI VHHGHG GHIHFWV ZHUH UHYHDOHG E\ XVLQJ %,7

ZUDSSHUV WRJHWKHU ZLWK DOO XVHV FRYHUDJH FULWHULD� 7KH

IRXUWK DQG PRVW VRSKLVWLFDWHG FRPSRQHQW� WKH SDUWLDO PDS�
VKRZHG DQ ����� GHIHFW GHWHFWLRQ UDWH XQGHU WKH VDPH

FLUFXPVWDQFHV� 7KLV UHVXOW DSSHDUV WR EH FDXVHG E\ WZR

VHSDUDWH IDFWRUV� )LUVW� WKH KHDY\ GHJUHH RI DXWRPDWHG

FKHFNLQJ SURYLGHG E\ WKH %,7 ZUDSSHUV VLJQLILFDQWO\

ERRVWHG WKH GHIHFW GHWHFW UDWH RI WKH WHVW VHWV� 6HFRQG� WKH

FRPSRQHQWV WKDW VDZ ���� GHIHFW GHWHFWLRQ UDWHV KDG
VLJQLILFDQWO\ IHZHU FRPSOH[ ORJLF FRQGLWLRQV DQG QHVWHG

FRQWURO FRQVWUXFWV LQ WKHLU PHWKRGV� DQG FRGH

LQVWUXPHQWDWLRQ DQDO\VLV UHYHDOHG WKDW IXOO ZKLWH�ER[

VWDWHPHQW�OHYHO FRYHUDJH ZDV EHLQJ DFKLHYHG E\ WKH WHVW

VHWV� 7KLV PD\ EH DW\SLFDO RI PRVW FRPSRQHQWV� VR WKH

���� IDXOW GHWHFWLRQ UHVXOWV IRU ³DOO XVHV´ VKRXOG QRW EH
XQGXO\ JHQHUDOL]HG� 2Q WKH RWKHU KDQG� GHVLJQ JXLGHOLQHV

IRU REMHFW�RULHQWHG VRIWZDUH DUJXH IRU VPDOO� VLPSOH

PHWKRGV� HYHQ LQ FRPSOLFDWHG REMHFWV� VR LW LV FRQFHLYDEOH

WKDW WKH FRPSRQHQWV XVHG LQ WKLV VWXG\ DUH PRUH

UHSUHVHQWDWLYH RI FXUUHQW FRGLQJ SUDFWLFHV WKDQ WKH GHHSO\
QHVWHG ORJLF RI SURFHGXUDO�VW\OH SURJUDPPLQJ�

7KH SUHOLPLQDU\ UHVXOWV SURYLGHG E\ WKLV H[SHULPHQW�

WRJHWKHU ZLWK RXU H[SHULHQFHV ZLWK WKH JHQHUDWRU� LQGLFDWH

WKDW WKHUH LV WKH SRWHQWLDO IRU SUDFWLFDO DXWRPDWLRQ RI WKLV

WHVWLQJ VWUDWHJ\�

� 5(/$7(':25.
7KH %,7 ZUDSSHUV KHUH DUH EXLOW RQ D SKLORVRSK\ SHUKDSV

EHVW SKUDVHG E\ %HUWUDQG 0H\HU DV GHVLJQ�E\�FRQWUDFW >�@�

SUHFRQGLWLRQV RI RSHUDWLRQV DUH WKH UHVSRQVLELOLW\ RI FDOOHUV

ZKLOH SRVWFRQGLWLRQV DUH WKH REOLJDWLRQV RI LPSOHPHQWHUV�

DQG LPSOHPHQWHUV PD\ WKXV DVVXPH WKDW WKH SUHFRQGLWLRQV

KROG DW WKH WLPH RI LQYRFDWLRQ� 2WKHUV KDYH SURSRVHG
GLIIHUHQW DOORFDWLRQV RI UHVSRQVLELOLWLHV >�� ��@� 2QH NH\

GLIIHUHQFH LQ WKH DSSURDFK DGYRFDWHG KHUH LV WKDW

UHVSRQVLELOLW\ IRU FKHFNLQJ ZKHWKHU RU QRW REOLJDWLRQV DUH

PHW VKRXOG EH VHSDUDWHG IURP ERWK FOLHQW DQG LPSOHPHQWHU�

$GHTXDF\

&ULWHULRQ
6XEMHFW

� 7HVW

&DVHV

2XWSXW

)DLOXUHV
�

%,7

)DLOXUHV
�

6WDFN � � ����� �� �����

4XHXH � � ����� �� �����

2QH�:D\ /LVW �� �� ����� �� �����
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$OO 'HILQLWLRQV
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6WDFN �� ��� ����� �� �����

4XHXH � �� ����� �� �����

2QH�:D\ /LVW �� �� ����� �� �����

3DUWLDO 0DS � ��� ����� ��� �����

$OO�1RGHV�
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2QH�:D\ /LVW ��� ��� ����� ��� ������

3DUWLDO 0DS �� ��� ����� ��� �����

$OO 8VHV

7RWDO ��� ��� ����� ��� �����

7DEOH �²([SUHVVLRQ�6HOHFWLYH 0XWDWLRQ 6FRUHV RI 7HVW 6HWV



,Q DGGLWLRQ WR GHFRXSOLQJ FKHFNLQJ FRGH IURP ERWK WKH

FOLHQW DQG WKH FRPSRQHQW� WKLV DOVR RSHQV XS WKH

RSSRUWXQLW\ RI SHUIRUPLQJ FKHFNV LQ FOLHQW�OHYHO� DEVWUDFW
WHUPV LQVWHDG RI LQ FRPSRQHQW�OHYHO LPSOHPHQWDWLRQ

GHWDLOV� 7KLV UHVXOWV LQ KLJKO\ UHXVDEOH ZUDSSHUV WKDW HDVLO\

FDQ EH DGGHG WR RU UHPRYHG IURP D V\VWHP�

0DQ\ RWKHUV KDYH DOVR GLVFXVVHG WKH LGHD RI UXQ�WLPH

DVVHUWLRQ FKHFNLQJ� 7KH $QQRWDWLRQ 3UH�3URFHVVRU

GHVFULEHG E\ 5RVHQEOXP >��@ LV D JRRG H[DPSOH� +RZHYHU�
VXFK DSSURDFKHV W\SLFDOO\ GR QRW GLVWLQJXLVK EHWZHHQ WKH

DEVWUDFW YLHZ RI FRPSRQHQW VWDWH SHUFHLYHG E\ FOLHQWV DQG

WKH FRQFUHWH� LPSOHPHQWDWLRQ GHWDLOV VHHQ E\ LPSOHPHQWHUV�

,Q DGGLWLRQ� VXFK DSSURDFKHV DUH UDUHO\ LQWHJUDWHG LQWR DQ

RYHUDOO VWUDWHJ\ IRU DXWRPDWHG WHVWLQJ� (LIIHO SURYLGHV

DQRWKHU ZHOO�NQRZQ DSSURDFK IRU SUH� DQG SRVWFRQGLWLRQ
FKHFNLQJ DW UXQWLPH >�@� $ PRUH FRPSOHWH GLVFXVVLRQ RI

GLIIHUHQFHV EHWZHHQ %,7 ZUDSSHUV DQG (LIIHO DVVHUWLRQ

FKHFNLQJ LV SURYLGHG LQ >�@� EXW WKH (LIIHO DSSURDFK LV QRW

FRPELQHG ZLWK D V\VWHPDWLF DSSURDFK WR SURGXFLQJ WHVW

GULYHUV RU WHVW GDWD�

2WKHU SXEOLVKHG DSSURDFKHV WR VSHFLILFDWLRQ�EDVHG WHVWLQJ
RI REMHFW�EDVHG DQG SURFHGXUDO VRIWZDUH FRPSRQHQWV >�� ��

�� �� ��@ KDYH LQIOXHQFHG WKLV ZRUN� 7KH UHVHDUFK GHVFULEHG

KHUH GLIIHUV� KRZHYHU� LQ WKH ZD\ LW LQFRUSRUDWHV UXQ�WLPH

LQWHUIDFH YLRODWLRQ FKHFNLQJ� D VWUDWHJ\ IRU JHQHUDWLQJ WHVW

GDWD� D GHVLJQ IRU XQLW DQG LQWHJUDWLRQ WHVW GULYHUV� DQG WKH
ZD\ LW VHSDUDWHV WHVWLQJ LQIUDVWUXFWXUH FRGH FRPSOHWHO\ IURP

DOO XQLWV XQGHU WHVW LQ D V\VWHP�

� &21&/86,216 $1' )8785(:25.

7KLV SDSHU EULHIO\ VNHWFKHV D JHQHUDO VWUDWHJ\ IRU DXWRPDWHG

EODFN�ER[ WHVWLQJ RI VRIWZDUH FRPSRQHQWV� 7KH VWUDWHJ\ LV

EDVHG RQ FRPELQLQJ WKUHH WHFKQLTXHV� DXWRPDWLF JHQHUDWLRQ
RI FRPSRQHQW WHVW GULYHUV� DXWRPDWLF JHQHUDWLRQ RI WHVW GDWD�

DQG DXWRPDWLF RU VHPL�DXWRPDWLF JHQHUDWLRQ RI ZUDSSHUV

VHUYLQJ WKH UROH RI WHVW RUDFOHV� 7KLV UHVHDUFK LQ SURJUHVV

XQLILHV VHYHUDO WKUHDGV RI WHVWLQJ UHVHDUFK LQWR D FRKHUHQW

ZKROH� 6HYHUDO GLIILFXOW UHVHDUFK TXHVWLRQV UHPDLQ RSHQ�

EXW ZRUN WR GDWH LQGLFDWHV WKDW SUDFWLFDO OHYHOV RI WHVWLQJ
DXWRPDWLRQ DUH SRVVLEOH�

7KH SULPDU\ RSHQ UHVHDUFK LVVXHV IRU IXWXUH ZRUN LQFOXGH�

x (YDOXDWLQJ WKH HIIHFWLYHQHVV RI WHVW GDWD SURGXFHG XVLQJ

RXU FXUUHQW SURWRW\SH WRRO�

x ([SORULQJ WKH OLPLWV RI VHPL�DXWRPDWLF JHQHUDWLRQ RI
SRVWFRQGLWLRQ FKHFNLQJ FRGH LQ %,7 ZUDSSHUV�

x $VVHVVLQJ WKH IHDVLELOLW\ RI G\QDPLF YHULILFDWLRQ RI

SRVWFRQGLWLRQV DV DQ DOWHUQDWLYH LPSOHPHQWDWLRQ VWUDWHJ\

IRU %,7 ZUDSSHUV�

x ([SORULQJ DOWHUQDWLYH KHXULVWLFV IRU JHQHUDWLQJ IORZ

JUDSKV IURP VSHFLILFDWLRQV�

x ([SORULQJ DOWHUQDWLYH KHXULVWLFV IRU VHOHFWLQJ VSHFLILF

GDWD YDOXHV WR EH XVHG LQ JHQHUDWHG WHVW FDVHV�

x &RPSOHWLQJ DQG HYDOXDWLQJ WKH WHVW GULYHU JHQHUDWRU�

$&.12:/('*(0(176

7KH LGHDV DQG IHHGEDFN SURYLGHG E\ PHPEHUV RI WKH
5HXVDEOH 6RIWZDUH 5HVHDUFK *URXS DW 7KH 2KLR 6WDWH

8QLYHUVLW\ DQG DW :HVW 9LUJLQLD 8QLYHUVLW\ KDYH KHOSHG

VKDSH DQG GLUHFW WKLV UHVHDUFK� ,Q DGGLWLRQ� VHYHUDO

JUDGXDWHV VWXGHQWV KDYH FRQWULEXWHG WR WKH H[SORUDWRU\ ZRUN

GHVFULEHG KHUH� 9LQD\ $QQRMMXOD� 6KDUPLQ %DQX� 1LNKLO

%REGH� 'X[LQJ &DL� 'LGHP 'XUPD]� 5DMDW *XSWD� %RE
+DOO� 0DQGDU -RVKL� +XQWHU 1XWWDO� .HQW 6ZDUW]� 0DQRM

7KRSFKHUQHQL� DQG :HL :DQJ� 7KHLU FRQWULEXWLRQ LV

JUDWHIXOO\ DFNQRZOHGJHG�

5()(5(1&(6

�� %HL]HU� %� %ODFN�%R[ 7HVWLQJ� 7HFKQLTXHV IRU

)XQFWLRQDO 7HVWLQJ RI 6RIWZDUH DQG 6\VWHPV� :LOH\�
1HZ <RUN� �����

�� %HQQHWW� %�� DQG 6LWDUDPDQ� 0� 9DOLGDWLRQ RI UHVXOWV LQ

WHVWLQJ DEVWUDFW GDWD W\SHV� $ PHWKRG IRU DXWRPDWLRQ�

,Q 3URF� �VW ,QW
O &RQI� 6RIWZDUH 4XDOLW\ �'D\WRQ�

2KLR� 2FW� ������

�� &RSOLHQ� -�2� $GYDQFHG &�� 3URJUDPPLQJ 6W\OHV DQG

,GLRPV� $GGLVRQ�:HVOH\� �����

�� (GZDUGV� 6�� 6KDNLU� *�� 6LWDUDPDQ� 0�� :HLGH� %�:��

DQG +ROOLQJVZRUWK� -� $ IUDPHZRUN IRU GHWHFWLQJ

LQWHUIDFH YLRODWLRQV LQ FRPSRQHQW�EDVHG VRIWZDUH� ,Q

3URF� �WK ,QW
O &RQI� 6RIWZDUH 5HXVH �9LFWRULD� &DQDGD�
-XQH ����� ,((( &6 3UHVV� ������

�� )UDQNO� 3�� DQG 'RRQJ� 5� 7KH $67227 DSSURDFK WR

WHVWLQJ REMHFW�RULHQWHG SURJUDPV� $&0 7UDQV�

6RIWZDUH (QJ� 0HWKRGRORJ\ �� � ������� ��������

�� *DQQRQ� -�'�� 0F0XOOLQ� 3�5�� DQG +DPOHW� 5� 'DWD�

DEVWUDFWLRQ LPSOHPHQWDWLRQ� VSHFLILFDWLRQ� DQG WHVWLQJ�
$&0 7UDQV� 3URJUDPPLQJ /DQJXDJHV DQG 6\VWHPV ��

� �-XO\ ������ ��������

�� +RIIPDQ� '�� DQG 6WURRSHU� 3� 7KH WHVW�JUDSKV

PHWKRORGRJ\²$XWRPDWHG WHVWLQJ RI FODVVHV� -�

2EMHFW�2ULHQWHG 3URJUDPPLQJ �1RY��'HF� ������ ���

���

�� /LVNRY� %�� DQG *XWWDJ� -� $EVWUDFWLRQ DQG

6SHFLILFDWLRQ LQ 3URJUDP 'HYHORSPHQW� 0F*UDZ�+LOO�

1HZ <RUN� �����

�� 0H\HU� %� 2EMHFW�2ULHQWHG 6RIWZDUH &RQVWUXFWLRQ�

�QG (G�� 3UHQWLFH +DOO 375� 8SSHU 6DGGOH 5LYHU� 1HZ
-HUVH\� �����

��� 2IIXWW� -�� /HH� $�� 5RWKHUPHO� *�� 8QWFK� 5�+�� DQG

=DSI� &� $Q H[SHULPHQWDO GHWHUPLQDWLRQ RI VXIILFLHQW

PXWDQW RSHUDWRUV� $&0 7UDQV� 6RIWZDUH (QJ�

0HWKRGRORJ\ �� � �$SU� ������ �������

��� 3DUULVK� $�� DQG &RUGHV� '� $SSO\LQJ FRQYHQWLRQDO
XQLW WHVWLQJ WHFKQLTXHV WR DEVWUDFW GDWD W\SH RSHUDWLRQV�



,QW
O -� 6RIWZDUH (QJ� DQG .QRZOHGJH (QJ� �� � �0DU�

������ ��������

��� 3HUU\� '�(� 7KH LQVFDSH HQYLURQPHQW� ,Q 3URF� ��WK
,QWO� &RQI� 2Q 6RIWZDUH (QJ� �0D\ ������ ,((( &6

3UHVV� SS� �����

��� 5RVHQEOXP� '�6� $ SUDFWLFDO DSSURDFK WR

SURJUDPPLQJ ZLWK DVVHUWLRQV� ,((( 7UDQV� 6RIWZDUH

(QJ� ��� � �-DQ� ������ ������

��� 6KDNLU� *� $ 6\VWHPDWLF *HQHUDWRU IRU 'HWHFWLQJ
,QWHUIDFH 9LRODWLRQV LQ &RPSRQHQW�%DVHG 6RIWZDUH�

0�6� 5HSRUW� 'HSW� RI &RPSXWHU 6FLHQFH DQG (OHF�

(QJLQHHULQJ� :HVW 9LUJLQLD 8QLY�� 0RUJDQWRZQ� :9�

�����

��� 6LWDUDPDQ� 0�� :HOFK� /�5�� DQG +DUPV� '�(� 2Q

VSHFLILFDWLRQ RI UHXVDEOH VRIWZDUH FRPSRQHQWV� ,QW¶O -�
6RIWZDUH (QJ� DQG .QRZOHGJH (QJ� �� 1R� � �������

��������

��� 6LWDUDPDQ� 0�� DQG :HLGH� %�:�� HGV� &RPSRQHQW�

EDVHG VRIWZDUH HQJLQHHULQJ XVLQJ 5(62/9(� $&0

6,*62)7 6RIWZDUH (QJ� 1RWHV ��� � ������� ������

��� :LQJ� -� 0� $ VSHFLILHU
V LQWURGXFWLRQ WR IRUPDO
PHWKRGV� ,((( &RPSXWHU ��� � �6HSW� ������ �����

��� =KX� +�� +DOO� 3�$�9�� DQG 0D\� -�+�5� 6RIWZDUH XQLW

WHVW FRYHUDJH DQG DGHTXDF\� $&0 &RPSXWLQJ 6XUYH\V

��� � �'HF� ������ ��������

��� =ZHEHQ� 6�� +H\P� :�� DQG .LPPLFK� -� 6\VWHPDWLF
WHVWLQJ RI GDWD DEVWUDFWLRQV EDVHG RQ VRIWZDUH

VSHFLILFDWLRQV� -� 6RIWZDUH 7HVWLQJ� 9HULILFDWLRQ DQG

5HOLDELOLW\ �� � ������� ������
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ABSTRACT

Mutation Testing – one of the fault-based criteria – has
been found to be effective on revealing faults.
However, its high cost of application, due to the high
number of mutants created, has motivated the
proposition of alternative approaches for its
application. One of them, named Selective Mutation,
aims to reduce the number of generated mutants
through a reduction on the number of mutant operators.
A previous relevant study resulted on the proposition of
a sufficient mutant operators set for FORTRAN,
indicating that it is possible to have a large cost
reduction of Mutation Testing, preserving a high
Mutation Testing score. In the same research line, this
work investigates procedures for the determination of a
sufficient mutant operators set for C programs in the
perspective of contributing to the establishment of low-
cost, effective mutation based testing strategies.

Keywords

Software Testing, Mutation Testing, Sufficient Mutant
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1   INTRODUCTION

Software testing, which has as objective the
identification of not-yet-discovered errors, is one of the
most important activities to guarantee the quality and
the reliability of the software under development. The
success of the testing and validation activities depends
on the quality of a test set.

Since the exhaustive test is, in general,
impracticable, criteria that allow selecting a subset of
the input domain preserving the probability of
revealing the existent errors in the program are
necessary. These criteria systematize the testing
activity and may also constitute a coverage measure[9].

There are a large number of criteria available to
evaluate a test set for a given program against a given
specification. A tester may use one or more of these
criteria to assess the adequacy of a test set for a
program and, if it is the case, enhance the test set by

constructing additional test cases needed to satisfy the
selected criteria.

Considering the diversity of testing criteria as well
their complementary aspects, some theoretical and
empirical studies have been conducted, aiming at
establishing an effective, low-cost testing strategy
[5][14][12][20][21][15][22][3][17]. Effectiveness, cost,
and strength are the three most meaningful bases
against which test adequacy criteria can be compared.
Effectiveness is related to the fault detection capability
of a criterion; cost indicates the effort to satisfy a
criterion; and strength refers to the difficulty of
satisfying a given criterion C2 for a test set T that
already satisfies another criterion C1.

Mutation Testing, originally proposed by DeMillo
et al. [9], although powerful, is computationally
expensive [20][21][15]. Its high cost of application,
mainly due to the high number of mutants created, has
motivated the proposition of alternative criteria for its
application [1][11][14][15]. One of these alternatives
tries to reduce the cost of Mutation Testing application
by determining a sufficient mutant operators set [15].

This work investigates approaches for the
determination of a sufficient mutant operators set for C,
aiming at contributing to the establishment of low-cost,
effective mutation based testing strategies. We
designed a procedure for the determination of a
sufficient mutant operators set for C language, named
8ZKKNHNJSY Procedure [3][4], based on guidelines we
have established inspired in previous work.

We carried out two experiments: Experiment I,
using a set of 27 programs, part of a text editor; and
Experiment II, using 5-Unix utility programs. These
experiments have been conducted using Proteum [6],
an acronym for PROgram TEsting Using Mutants, a
tool that supports the testing of C programs at the unit
level.

The remainder of this paper is organized as follows.
In Section 2, an overview of mutation testing is
provided as well as the related work is described. In
Section 3 we discuss the guidelines we thought about to
establish the 8ZKKNHNJSY Procedure. Sections 4 and 5
contain the description and analysis of the experiments
we carried out. In Section 6 we compare the results of



Experiment I and Experiment II. In Section 7, our
conclusions and further work are presented.

2   MUTATION TESTING: AN OVERVIEW

Mutation Testing is a fault-based testing criterion [9].
This criterion is based on the assumption that a
program will be well tested if all so-called “simple
faults” are detected and removed.

Simple faults are introduced into the program by
creating different versions of the program, known as
mutants, each of which containing a simple syntactic
change. The simple faults are modeled by a set of
mutant operators applied to a program P under testing.

The quality of test set T is measured by its ability to
distinguish the behavior of the mutants from the
behavior of the original program. So, the goal is to find
a test case that causes a mutant to generate a different
output from that of the original program. A mutant is
considered equivalent if no such test case exists. If P
behaves as per the specification when T is applied, then
the quality of T is demonstrated; otherwise, a fault has
been detected and the debugging activity would take
place.

A test set that kills all non-equivalent mutants is
said to be adequate relative to Mutation Testing,
denoted by MT-adequate. The mutation score is the
ratio of the number of dead mutants to the number of
non-equivalent mutants; it measures the adequacy of
test set. It should be observed that it is expected that
complex faults be coupled to simple faults in such a
way that a test set that detects all simple faults in a
program will detect most complex faults. This is the so-
called coupling effect assumption [9].

2.1   Alternative Mutation Testing Criteria

Some empirical studies have provided evidences that
Mutation Testing is among the most promising criteria
in terms of fault detection [20][21][15][22]. However,
as highlighted before, Mutation Testing often imposes
unacceptable demands on computing and human
resources because of the large number of mutants that
need to be compiled and executed on one or more test
cases. In addition, a tester needs to examine many
mutants and analyze them for possible equivalence
with the program under testing. For these reasons,
Mutation Testing is generally regarded as too
expensive to use.

The test community, to deal with the cost aspects,
has investigated some approaches derived from
Mutation Testing: Randomly Selected Mutation [1],
Constrained Mutation [11] and Selective Mutation
[14][15]. In fact, the goal is to determine a set of
mutations in such a way that if we obtain a test set T,
which is able to distinguish those mutations, T will also
be MT-adequate. In other words, the idea is that several
mutants can lead to the same test case selection, so that
we can use subsets of operators or mutants that lead to
select test sets as effective as the total set of operators
and mutants would [3][8].

Randomly Selected Mutation, proposed by
Acree et al. [1], considers a percentage of the mutants
generated by each operator (x%). Empirical studies
conducted for FORTRAN and C programs [5][21]
indicated that it is possible to obtain high mutation
scores even with a reduced number of mutants.
However, the randomly selection of mutants ignores
the fault detection capability of individual mutant types
[22]. Budd’s fault detection experiments [5] found that
mutants generated with respect to one mutant operator
may be more effective in detecting certain types of
faults than mutants generated with respect to another
operator. This suggests that while mutants are selected
for examination, they should be weighted differently
depending on their respective fault detection capability.

Mathur proposed a variant of Acree et al.’s idea:
Constrained Mutation [11]. In Constrained Mutation we
select a subset of mutant operators to be used in mutant
generation. Satisfactory results have been obtained
[20][21]. It is important to observe, however, that
Constrained Mutation does not establish a method for
selecting the operators to be used; in general, these
operators are intuitively selected based on the
authors’ experience. The definition of systematic ways
for selecting the operators may lead us to better results.

Offutt et al. introduced Selective Mutation [14]. In
this approach, the method for selecting the operators is
related to the quantity of mutants that each operator
generates: the operators that create the most mutants
are not applied. So, the N-Selective Mutation omits the
N most prevalent operators. In another study, in the
same research line, Offutt et al. [15] introduced the
concept of sufficient mutant operators. The idea is to
determine a set of sufficient mutant operators S in a
such way that obtained a test set T S-adequate T would
lead to a very high mutation score. Next, two relevant
studies related to the determination of sufficient mutant
operators are described. In the remainder of this paper
we refer to these approaches as Selective Mutation.

2.2   Related Work

Offutt et al. conducted an experiment for the
determination of sufficient mutant operators for
FORTRAN language [15], using the Mothra tool [10].
The 22 mutant operators implemented in this tool are
divided into three mutation classes: replacement of
operands, expression modification and statement
modification. Offutt et al. compared the mutation
classes pairwise and noticed that with the five
operators of expression modification class it was
possible to obtain a significant reduction in the number
of mutants generated (77.56%), preserving a high
mutation score with respect to Mutation Testing (above
0.980). One important point to be observed is that all
the sufficient mutant operators determined were not
among the most six prevalent FORTRAN operators,
meaning that this approach would improve the
6-Selective criterion.

In another experiment, conducted by Wong et al.
[22], the Selective Mutation was investigated in the
context of C and FORTRAN. For C language, it was



used Proteum [6], a testing tool that allows measuring
the adequacy of the test sets with respect to (w.r.t.) 71
mutant operators, categorized in four mutation classes
[2]: statement (15), operator (46), variable (7) and
constant (3). Six selective mutation categories were
constructed, based on 11 of the 71 mutant operators.
These mutant operators were selected based on the
authors’ judgement of their relative usefulness.
According to the authors, 6 of the 11 operators may
constitute a very good starting point for establishing a
sufficient set of mutant operators to use in an alternate
cost-effective mutation. Some of the Proteum mutant
operators are illustrated in Table 1.

Table 1. Sample of Proteum Mutant Operators [2]

Mutant Operator Description
SMTC n-trip continue
SSDL statement deletion
STRP trap on statement execution
SWDD while replacement by do-while
OASN arithmetic operator by shift operator
OEBA plain assignment by bitwise assignment
OLBN logical operator by bitwise operator
OLLN logical operator mutation
OLNG logical negation
ORRN relational operator mutation
VTWD twiddle mutations
VDTR domain traps
Cccr constant for constant replacement
Ccsr constant for scalar replacement

CRCR required constant replacement

We reproduced the experiments conducted by Offutt
et al. and Wong et al. for two other sets of programs: a
suite of 27-C programs which composed a simplified
text editor, previously used by Weyuker [18]; and 5-
Unix utility programs previously used by Wong et al.
[23]. Applying the strategy of Offutt et al. on the 27-
program suite we obtained the constant mutation class
as the sufficient set, with a mutation score of 0.97143
and a cost reduction of 78.115%, in terms of the
number of generated mutants. For the
5-program suite we obtained the operator mutation
class as the sufficient set, with a mutation score of
0.99042 and a cost reduction of 66.269%. Applying the
operators investigated by Wong et al. [22] we obtained
a mutation score of 0.97979 and a cost reduction of
79.738% for the 27-program suite and a mutation score
of 0.99195 with a cost reduction of 83.435% for the
5-program suite [3].

The results obtained with the intuitively set of
operators proposed by Wong et al. were little better
than the results obtained with the sufficient set
obtained with the application of Offutt et al.’s strategy
in the context of C language for the two suites of
programs. It should be highlighted that the sufficient
operators determined by Offutt et al.’s approach for the
27-program suite were among the most prevalent ones
for C-language, conflicting with N-Selective mutation.
Moreover, the sufficient operators were completely
different for each program suite. Motivated by these
results and based on Offutt et al.’s idea, we defined the
8ZKKNHNJSY Procedure [3][4], a systematic way to
select a set of sufficient mutant operators, based on the
guidelines discussed in the next section.

3 GUIDELINES FOR DETERMINATION OF A
SUFFICIENT MUTANT OPERATORS SET

Consider MC1, MC2, ..., MCn sets that represent mutant
operators classes. Mutation Testing (MT) uses, in its
original conception, the set of all mutant operators
defined by OP = MC1 ∪ MC2 ∪ ... ∪ MCn. Any subset
of the mutant operators SC ∈ 2{ OP}  establishes a
selective criterion.

Given a selective criterion SC, a test set T is said to
be SC-adequate if T obtains a mutation score of 1.000
w.r.t. the mutants generated by the SC mutant
operators, i.e., if T is able to reveal the behavioral
differences among P (program under test) and the non-
equivalent mutants created by the SC operators. From
now on, if SC is composed by only one operator op
(SC = {op}), it will be used simply op.

A meaningful mechanism used to compare the
testing criteria is the Inclusion Relation, defined by
Rapps and Weyuker [16]. Let C1 and C2 be testing
criteria. C1 includes C2 (C1 ⇒ C2) if for every test set
T1 C1-adequate, T1 is also C2-adequate and there is
some T2 C2-adequate that is not C1-adequate; C1 and C2

are equivalent if for any T C1-adequate, T is
C2-adequate and vice-versa. Based on this, other
relations have been defined: ProbBetter [19], related to
the effectiveness of the criteria; and ProbSubsume [12],
related to the strength. For instance, a testing criterion
C1 ProbSubsumes C2 for a program P if a test set T that
is adequate with respect to C1 is “likely” to be adequate
with respect to C2. If C1 ProbSubsumes C2, C1 is said to
be at least as more difficult to satisfy than C2.

The underlying concepts of these relations leaded us
to define the empirically adequacy concept and the
EmpSubsumes Relation. In practice, for time and cost
constraints, obtaining a mutation score near to 1.000
may be satisfactory. Offutt et al. argument that the
software testing literature offers no clear evidence that
100% coverage provides better testing than coverage at
a lower level [15]. Let ms* be a mutation score defined
by the tester. For a criterion C and a test set T, T is said
to be empirically adequate to C (denoted by T is
C-adequate*) if T obtains a mutation score equal or
greater than ms* w.r.t. C [3]. We assume that C1

EmpSubsumes C2 with a mutation score ms*  (denoted

by C1

*ms
⇒ C2) if for every test set T1 C1-adequate, T1 is

also C2-adequate* and there is some T2 C2-adequate
that is not C1-adequate*. C1 and C2 are empirically
equivalent (denoted by equivalent*) if for any T
C1-adequate, T is also C2-adequate* and vice-versa.

The determination of a sufficient mutant operators
set consists in selecting a subset SS ∈ 2{ OP} , where OP
is the total set of mutant operators defined for a target
language, such that if a test set T is SS-adequate, T will
also be OP-adequate*. In other words, if T obtains a
mutation score of 1.000 w.r.t. SS, T will have a
mutation score equal or greater than ms* w.r.t. OP
(Mutation Testing). It is important to observe that,
given a mutation score ms*, there is not only one
sufficient mutant operator set.



Given the testing criteria C1 and C2, C1 determines a
high mutation score w.r.t. C2 if every test set T
C1-adequate has a high mutation score w.r.t. C2, i.e., if
T is able to distinguish the most mutants generated by
the mutant operators of C2.

Since SS should determine a high mutation score
w.r.t. OP, we establish some guidelines to be
considered in selecting the mutant operators that will
compose SS [3]. These guidelines lead to consider
information on subsumption of some mutant operators
by others, as motivated by Offutt et al. [15].

 i. Consider mutant operators that determine a high
mutation score
To guarantee that the sufficient mutant operators set
determines a high mutation score w.r.t. Mutation Testing,
we should select the operators that determine the greatest
mutation scores w.r.t. the total set of mutant operators
(OP). In same aspect, this capture the mutant operator
effectiveness in the sense used by Offutt et al. [15], i.e.,
its mutation score against the full set of operators.

 ii.  Consider one operator of each mutation class
Each mutation class models specific errors in certain
elements of a program (e.g. statements, operators,
variables and constants). So, it is desirable that the
sufficient set has, at least, the most representative operator
of each class.

 iii.  Evaluate the empirical inclusion among the mutant
operators
The mutant operators that are empirically included by
other mutant operators of the sufficient set should be
removed since these operators increase the application
cost of the sufficient set, in terms of number of mutants
and equivalence determination, and do not effectively
contribute to the improvement of the testing activity.

 iv. Establish an incremental strategy
Given the application cost and the test requirements that
each mutation class determines, it is interesting to
establish an incremental strategy of application among the
mutant operators of the sufficient set. The idea is to apply,
at first, the mutant operators that are relevant to certain
minimal requirements of testing (e.g., all-nodes and all-
edges coverage). Next, depending on the criticality of the
application and the budget and time constraints, the
mutant operators related to other concepts and test
requirements may be applied.

 v. Consider mutant operators that provide an increment
in the mutation score
In general, independently of the quality of the test set,
80% of the mutants are killed at the first execution [5].
Considering that just around 20% of the mutants
effectively contribute to the quality improvement of the
test set, an increment of 1% in the mutation score
represents 5% of the mutants that are really significant.
Thus, the non-selected operators that if included in the
sufficient set would increase the mutation score should be
analyzed.

 vi. Consider mutant operators with high strength
Other operators that should be considered to determine the
sufficient set are those that have a high average strength
w.r.t. each operator of the total set of operators.

The proposed 8ZKKNHNJSY Procedure [3][4] has been
refined through the conduction of two experiments,
discussed in the next sections. It has six steps, related
to the guidelines discussed above:

Step 1: Select mutant operators that determine a high
mutation score w.r.t. OP.

Step 2: Select one operator of each mutation class.

Step 3: Reduce the preliminary sufficient set (SSprel).

Step 4: Establish an incremental strategy.

Step 5: Select mutant operators that provide an increment
in the mutation score.

Step 6: Select mutant operators with high strength w.r.t.
OP.

 4   EXPERIMENT I

The methodology used to conduct this experiment
comprises five phases: Program Selection, Tool
Selection, Test Set Generation, 8ZKKNHNJSY Procedure
Application and Data Analysis.

4.1   Program Selection

A suite of 27 small programs, part of a simplified text
editor, was selected. These programs, originally written
in Pascal, were converted to C; Weyuker [18] has also
used them. As illustrated in Table 2, these programs
range in size from 11 up to 71 executable statements
and have 119 up to 1631 mutants. In Table 2 it is also
provided information on the number of mutants per
mutation class as well as on the number of equivalent
mutants.

Table 2. Program Suite I:
Number of LOC and Mutants

Program LOC
Mutants

Total / Equiv
Statement

Total / Equiv
Operator

Total / Equiv
Variable

Total / Equiv
Constant

Total / Equiv
append 13 387 / 64 54 / 5 183 / 34 80 / 19 70 / 6
archive 14 514 / 75 57 / 0 222 / 19 61 / 28 174 / 28
change 13 119 / 19 59 / 5 15 / 8 33 / 3 12 / 3
ckglob 23 730 / 234 76 / 15 340 / 99 172 / 78 142 / 42

cmp 13 430 / 41 78 / 1 129 / 6 119 / 34 104 / 0
command 71 1207 / 243 230 / 26 248 / 89 345 / 86 384 / 42
compare 18 482 / 43 74 / 2 157 / 21 153 / 16 98 / 4
compress 14 454 / 87 69 / 0 215 / 53 110 / 34 60 / 0
dodash 15 1071 / 202 62 / 1 423 / 71 341 / 91 245 / 39

edit 23 524 / 139 105 / 13 211 / 63 126 / 45 82 / 18
entab 18 370 / 39 89 / 2 144 / 20 79 / 17 58 / 0

expand 15 389 / 37 67 / 0 210 / 20 60 / 17 52 / 0
getcmd 32 860 / 19 574 / 1 44 / 14 10 / 4 232 / 0
getdef 31 840 / 134 136 / 7 308 / 54 208 / 47 188 / 26
getfn 11 494 / 88 50 / 0 245 / 48 90 / 26 109 / 14
getfns 23 627 / 135 64 / 5 233 / 54 162 / 44 168 / 32
getlist 21 678 / 93 86 / 4 310 / 56 150 / 30 132 / 3
getnum 17 564 / 73 71 / 2 252 / 19 107 / 31 134 / 21
getone 23 834 / 122 98 / 4 397 / 67 205 / 38 134 / 13
gtext 16 804 / 82 55 / 3 331 / 37 224 / 39 194 / 3

makepat 29 1683 / 266 151 / 4 516 / 98 594 / 108 422 / 56
omatch 36 840 / 220 146 / 18 313 / 100 196 / 57 185 / 45
optpat 13 444 / 138 68 / 7 218 / 75 70 / 23 88 / 33
spread 19 1061 / 79 86 / 0 418 / 40 355 / 35 202 / 4
subst 36 1631 / 300 154 / 9 497 / 105 739 / 149 241 / 37

translit 33 1125 / 121 140 / 5 447 / 73 301 / 37 237 / 6
unrotate 28 984 / 43 92 / 0 441 / 20 189 / 19 262 / 4

Total 618 20146 / 3136 2991 / 139 7467 / 1363 5279 / 1155 4409 / 479

4.2   Tool Selection

We used Proteum testing tool [6], developed at
University of São Paulo, which supports Mutation
Testing application to C programs.



4.3   Test Set Generation

One ad hoc test set was generated for each program
based on its specification, i.e., none functional criterion
has been used. Next, these test sets were improved
based on their adequacy w.r.t. Mutation Testing: new
test cases were added to obtain a MT-adequate test set
for each one of the 27 programs. We kept in these sets
only effective test cases, i.e., test cases that killed at
least one mutant.

4.4   8ZKKNHNJSY8ZKKNHNJSY Procedure Application

For each program, the cost of the mutant operators was
determined. In Graphic 1 we provide information on
the mutant operators cost in terms of number of
generated mutants and in terms of number of equivalent
mutants for the most prevalent ones. From 71, only 39
operators were applicable (i.e., generate at least one
mutant) to the 27-program suite: 10 of statement, 21 of
operator, 5 of variable and 3 of constant.
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Graphic 1. Program Suite I:
Mutant Operators Cost per Number of:

(a) Generated Mutants and (b) Equivalent Mutants

Following, the mutation score of the adequate test
sets for each operator opi w.r.t. each other operator opj

of the total set of operators was determined, i.e., the
capability of a opi-adequate test set to distinguish the
mutants of each operator opj ∈ OP.

In Table 3 a sample of the average mutation score
per operator obtained for the 27-program suite is
presented.

Table 3. Program Suite I:
Sample of the Average Mutation Score per Operator

op \ op Cccr Ccsr CRCR ORRN SSDL SSWM VTWD... Average
Cccr 1.000 0.887 0.904 0.921 0.936 0.865 0.923... 0.922
Ccsr 0.902 1.000 0.992 0.938 0.908 0.835 0.974... 0.948

CRCR 0.901 0.982 1.000 0.915 0.910 0.835 0.973... 0.937
ORRN 0.900 0.863 0.870 1.000 0.921 0.465 0.865... 0.897
SSDL 0.909 0.853 0.881 0.887 1.000 1.000 0.868... 0.885
SSWM 0.470 0.580 0.500 0.890 0.840 1.000 0.495... 0.594
VTWD 0.902 0.950 0.969 0.916 0.905 0.800 1.000... 0.928

... ... ... ... ... ... ... ... ... ...

Average 0.732 0.719 0.730 0.767 0.786 0.544 0.730... –

From Table 3 we can extract the following
information:

� The average mutation score of opi-adequate test sets
w.r.t. all opj ∈ OP. For instance, on average, the
mutation score that ORRN (fifth line) determines w.r.t.
Ccsr (third column) is 0.863, i.e., the
ORRN-adequate test sets are able to distinguish 86.3%
of the mutants of Ccsr.

� The average mutation score of opi-adequate test sets
w.r.t. OP. For instance, on average, ORRN-adequate
test sets determine a mutation score of 0.897 w.r.t.
Mutation Testing.

� The average strength of opi w.r.t. opj, opi ∈ OP. For
instance, on average, the strength of Ccsr w.r.t. ORRN
is 0.137 (1 - 0.863).

� The average strength of opi w.r.t. OP. For instance, on
average, the strength of Ccsr w.r.t. Mutation Testing is
0.281 (1 - 0.719).

From Graphic 1(a) and Table 3, we obtained
Table 4. This table presents the mutant operators
ordered according the mutation score, strength and cost
– required information for applying the 8ZKKNHNJSY
Procedure.

Table 4. Program Suite I:
Order of Operators According to:

(a) Mutation Score, (b) Strength and (c) Cost

(a) (b) (c)
Mutation Score Strength Cost

Ccsr (0.948) SSWM (0.456) Vsrr (2620)
Vsrr (0.948) SWDD (0.364) CRCR (1631)

CRCR (0.937) OABN (0.353) Ccsr (1559)
VTWD (0.928) SMTC (0.339) VDTR (1437)
Cccr (0.922) OLSN (0.338) Cccr (1219)

ORRN (0.897) Vprr (0.323) SRSR (1193)
VDTR (0.891) OASN (0.310) OEAA (1010)
SSDL (0.885) OLLN (0.291) VTWD (958)
ORSN (0.873) OARN (0.283) ORAN (830)
ORAN (0.872) Ccsr (0.281) ORRN (830)
SRSR (0.866) CRCR (0.270) STRP (677)
ORBN (0.856) VTWD (0.270) SSDL (676)

... ... ...

To apply the 8ZKKNHNJSY Procedure we used
ms* = 0.99, in fact the same index considered in
Offutt et al.’s study [15]. Table 7 contains the
preliminary sufficient mutant operators sets (SSprel)
obtained at each step of the procedure application. The
set of mutant operators that are not present in SSprel is

referred to as prelSS , i.e., prelSS  = OP - SSprel.



In Step 1, considering AIMS (Average Index of
Mutation Score) = 0.900 ± 0.005 and Table 4(a), we
obtained SSprel = {Ccsr, Vsrr, CRCR, VTWD, Cccr,
ORRN}.

In Step 2 the operator SSDL was included in SSprel,
since it did not contain any operator of the statement
mutation class. Moreover, SSDL, according to Table
4(a), on average, determines the greatest mutation
score w.r.t. the total set of operators among the

statement mutation class and SSprel 

99.0

⇒/ {SSDL}.
In Step 3, as CRCR was the most empirically

included among the operators of SSprel, it was removed.
Repeating this step the operator Vsrr was also removed.

In Step 4, considering Table 4(c), we determined
SSDL, ORRN, VTWD, Cccr e Ccsr as the incremental
order to apply the mutant operators of SSprel.

In Step 5, in this case, we aimed at including in
SSprel at most one additional operator of each mutation
class. We also defined IMI (Index of Minimum
Increment) = 0.001, what represents to add to SSprel

those operators that allow distinguishing at least 0.5%
of the significant mutants. According to Table 5, which
contains information about the mutation score

increment each operator of prelSS  provides in the first

iteration, the nine first operators were considered.
Starting with the statement mutation class, we observed
that SMTC (0.003875) was the operator that determines
the greatest increment; in the same range of increment
(0.003) was also the operator SMTT (0.003386). As
SSprel empirically included neither SMTC nor SMTT
and since the strength of SMTC was the greatest,
SMTC was added to SSprel. This step was repeated
looking for the operator, variable and constant
mutations. At the end, SMTC, OLBN and VDTR were
included in SSprel and an increment of 0.007531 was
obtained, what represents more than 3.7% of the
significant mutants.

Table 5. Program Suite I: Mutation Score Increment

Mutant
Operator

Index of
Increment

SSprel Score +
Increment

SMTC 0.003875 0.992269
Varr 0.003407 0.991801

SMTT 0.003386 0.991780
VDTR 0.002425 0.990819
Vsrr 0.001525 0.989918

OLAN 0.001286 0.989680
OLRN 0.001273 0.989667
OLBN 0.001231 0.989624
ORAN 0.001116 0.989510
OEAA 0.000869 0.989263
ORBN 0.000803 0.989197

... ... ...

OABN 0.000118 0.988512
Vprr 0.000026 0.988420

In Step 6, considering Table 4(b) and
AIS (Average Index of Strenght) = 0.300 ± 0.005, the
operators SSWM, SWDD, OABN, SMTC, OLSN, Vprr
and OASN were taken of high strength. According to
Table 6, which contains the mutation score that SSprel

determines w.r.t. the operators of high strength, SWDD
and OASN were not empirically included by SSprel and
were taken in consideration. Since SWDD presented

the greatest strength, it was added to SSprel. Repeating
this step the operator OASN was also included. At the
end of Step 6, the final sufficient mutant operators set
was SS-27 = {SWDD, SMTC, SSDL, OLBN, OASN,
ORRN, VTWD, VDTR, Cccr, Ccsr}. It is important to
observe that the greater the ms* value is the greater can
be the number of mutant operators included. For
instance, if we had used ms* = 0.98 the operator OASN
would not have been included in SS-27.

Table 6. Program Suite I:
 SSprel: Score of the High Strength Operators

Mutant Operator Mutation Score
SWDD 0.893
OASN 0.982
Vprr 0.993

OABN 0.996
OLSN 1.000
SSWM 1.000

4.5   Data Analysis

In this section we carry out some analysis with the data
obtained with the procedure application. The
preliminary sufficient sets (SSprel) and the final
sufficient set (SS-27) are analyzed w.r.t. Mutation
Testing. The mutation score (MS), the cost reduction
(CR) and the cost/benefit (CR/MS) evolution are
presented in Table 7 and in Graphic 2. Notice that for
the relation CR/MS we are only interested in sets with
a high mutation score, otherwise a set with a cost
reduction of 99% and a mutation score of 0.01 would
also look good.

Table 7. Program Suite I: Results Obtained at
Each Step of the 8ZKKNHNJSY Procedure

Step Mutant Operators MS   CR (%) CR/MS
1 {Ccsr, Vsrr, CRCR,

VTWD, Cccr, ORRN}
0.98087 56.234 0.573

2 {Ccsr, Vsrr, CRCR,
VTWD, Cccr, ORRN,
SSDL}

0.99014 52.879 0.534

3 {Ccsr, VTWD, Cccr,
ORRN, SSDL}

0.98839 73.980 0.748

4 {SSDL, ORRN,
VTWD, Cccr, Ccsr}

0.98839 73.980 0.748

5 {SMTC, SSDL, OLBN,
ORRN, VTWD,
VDTR, Cccr, Ccsr}

0.99592 65.988 0.663

6 {SWDD, SMTC,
SSDL, OLBN,OASN,
ORRN, VTWD,
VDTR, Cccr, Ccsr}

0.99660 65.015 0.652
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Graphic 2. Program Suite I: Sufficient Set Evolution



We also carry out a comparison among the sets:
SS-27; CSS-27 (the constrained sufficient set from
SS-27, composed of the most representative operator of
each mutation class, i.e., the operator that determines
the greatest mutation score for that class); S-Offutt-27
(the operators obtained from Offutt et al.’s strategy);
S-Wong (the operators proposed by Wong et al.);
6-Selective-27 mutation; and some randomly mutation
criteria (10%, 20%, 30% and 40%). The results in
terms of mutation score (MS), cost reduction (CR) and
cost/benefit (CR/MS) are summarized in Table 8 and in
Graphic 3.

Table 8. Program Suite I: Comparison among Selective
and Randomly Mutation

Criterion MS CR (%) CR/MS
SS-27 0.99660 65.015 0.652

CSS-27 0.98505 80.031 0.812
S-Offutt-27 0.97143 78.115 0.804

S-Wong 0.97979 79.738 0.814
6-Selective-27 0.99242 47.945 0.483
10%-Randomly 0.97160 90.038 0.926
20%-Randomly 0.98791 79.554 0.805
30%-Randomly 0.99120 69.006 0.696
40%-Randomly 0.99420 59.352 0.597
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Graphic 3. Program Suite I: Selective and Randomly
Mutation: (a) Mutation Score and (b) Cost Reduction

On average we can observe that:

� The SS-27 criterion determines the greatest mutation
score followed by 40%-Randomly, although the cost
reduction they provide are not the greatest.

� The 10%-Randomly criterion provides the greatest cost
reduction followed by CSS-27.

� In terms of cost/benefit the best criterion is
10%-Randomly followed by S-Wong and CSS-27.

Another relevant aspect to be considered is the
effectiveness of the criteria. If we consider
effectiveness by computing the mutation score of the
adequate test sets w.r.t. a specific criterion against the
full set of operators, we would recommend SS-27,
6-Selective-27 and 40%-Randomly, respectively, as
they determine mutation scores greater than 0.990 and
are in the same range of cost/benefit. Other approach
would be measuring the relative abilities of the
adequate test sets w.r.t a criterion C to detect actual
faults in the programs. Wong et al. [20][21][22] have
provided evidences that Selective Mutation is more
effective in revealing faults than Randomly Mutation.
Giving these considerations, we focus our analysis on
the selective criteria.

Table 9 provides a strength analysis among the
selective criteria. For example, the strength of SS-27
w.r.t. S-Offutt-27 is measured by calculating the
average mutation score that S-Offutt-27-adequate test
sets provide w.r.t. the mutants generated by the
operators of SS-27. We can observe that:

� For all programs, the mutation score provided by
SS-27 is equal or greater than those obtained with
S-Offutt-27 and S-Wong.

� SS-27 includes S-Wong and CSS-27, i.e., SS-27-
adequate test sets are able to distinguish all mutants
generated by the operators of S-Wong and CSS-27; the
inverse is not true.

� SS-27 and S-Offutt-27, and SS-27 and 6-Selective-27
are incomparable in the perspective of the inclusion
relation. However, SS-27 empirically includes
S-Offutt-27 and 6-Selective-27, i.e., SS-27-adequate
test sets are able to distinguish, on average, 99.9% and
99.6%, respectively, of the mutants generated by the
S-Offutt-27 and 6-Selective-27 operators while
S-Offutt-27-adequate test sets and 6-Selective-27-
adequate test sets are able to distinguish 97.2% and
98.8%, respectively, of the mutants generated by the
operators of SS-27.

Table 9. Program Suite I: Strength Analysis

Criteria Mutation Score
SS-27 × CSS-27 1.00000
CSS-27 × SS-27 0.98353

SS-27 × S-Offutt-27 0.99902
S-Offutt-27 × SS-27 0.97157

SS-27 × S-Wong 1.00000
S-Wong × SS-27 0.98353

SS-27 × 6-Selective-27 0.99650
6-Selective-27 × SS-27 0.98798

The uniformity of the mutation scores determined
by the selective criteria for all the programs, illustrated
in Table 10(a), is also a relevant data. Table 10(b)
provides the corresponding cost reduction for each
program. According to these tables, we notice that:

� SS-27 determines a mutation score equal 1.000 for 13
programs followed by 6-Selective-27 and S-Wong with
11 and 5 programs, respectively.

� SS-27 determines a mutation score greater than 0.990
for 25 programs followed by 6-Selective-27, CSS-27
and S-Wong with 20, 15 and 11 programs, respectively.



Table 10. Program Suite I: Distribution of
(a) Mutation Score and (b) Cost Reduction

(a)
Mutation Score

Program
SS-27 CSS-27 S-Offutt-27 S-Wong 6-Selective-27

append 1.00000 0.99381 0.99071 1.00000 0.99381
archive 0.99772 0.98178 0.95900 0.98178 1.00000
change 1.00000 0.90000 0.76000 0.90000 1.00000
ckglob 1.00000 1.00000 0.98387 1.00000 1.00000
cmp 1.00000 1.00000 0.99743 0.98972 0.98972

command 0.99896 0.94606 0.96473 0.94917 0.93361
compare 1.00000 0.99089 0.95900 0.99089 1.00000
compress 1.00000 0.98638 0.98365 0.98638 1.00000
dodash 0.99540 0.99540 0.97814 0.98044 0.99425

edit 0.95844 0.94286 0.95584 0.95584 0.97922
entab 1.00000 1.00000 1.00000 1.00000 1.00000

expand 0.99432 0.98579 0.96875 0.96591 1.00000
getcmd 1.00000 1.00000 1.00000 1.00000 1.00000
getdef 0.99858 0.99858 0.98725 0.99858 1.00000
getfn 1.00000 0.98522 0.97044 0.99015 0.99015
getfns 1.00000 0.99797 0.97967 0.98984 1.00000
getlist 0.99829 0.99316 0.99145 0.98803 0.98462
getnum 0.98982 0.98982 0.97149 0.96945 0.99389
getone 0.99438 0.98876 0.97472 0.99017 0.99579
gtext 1.00000 0.99862 1.00000 0.99862 0.99862

makepat 0.99788 0.99647 0.99788 0.98024 0.97459
omatch 1.00000 0.98548 0.97742 0.97742 0.98871
optpat 0.99346 0.97386 0.95098 0.93464 0.99673
spread 0.99796 0.98574 0.98065 0.99694 0.99491
subst 0.99700 0.99325 0.99025 0.98800 0.98875

translit 0.99602 0.99602 0.95518 0.95219 0.99801
unrotate 1.00000 0.99044 1.00000 1.00000 1.00000
Average 0.99660 0.98505 0.97143 0.97979 0.99242

(b)
Cost Reduction (%)

Program
SS-27 CSS-27 S-Offutt-27 S-Wong 6-Selective-27

append 68.217 82.429 81.912 79.845 38.501
archive 53.113 73.541 66.148 77.432 42.023
change 73.950 85.714 89.916 85.714 21.849
ckglob 64.110 78.356 80.548 74.658 39.178
cmp 60.233 75.116 75.814 67.907 52.093

command 54.598 73.985 68.186 79.619 60.646
compare 67.635 82.158 79.668 80.290 45.228
compress 66.960 78.855 86.784 70.925 35.463
dodash 64.146 79.739 77.124 76.004 45.285

edit 69.847 81.298 84.351 81.298 41.985
entab 65.135 77.297 84.324 74.865 38.378

expand 68.123 82.005 86.632 77.378 28.792
getcmd 69.186 95.465 73.023 95.000 83.488
getdef 64.762 80.595 77.619 82.857 47.024
getfn 62.753 77.530 77.935 76.316 36.437
getfns 59.330 75.279 73.206 80.383 50.080
getlist 65.634 77.729 80.531 76.696 39.676
getnum 61.879 76.241 76.241 74.468 36.702
getone 68.585 80.695 83.933 77.338 36.930
gtext 64.179 79.478 75.871 82.711 49.005

makepat 63.815 79.144 74.926 80.095 57.992
omatch 64.405 77.976 77.976 75.595 44.762
optpat 65.766 79.730 80.180 75.225 35.586
spread 68.992 81.904 80.961 83.223 50.236
subst 74.801 84.672 85.224 83.446 57.817

translit 64.711 78.578 78.933 79.111 43.644
unrotate 61.789 81.301 73.374 84.858 43.293
Average 65.015 80.031 78.115 79.738 47.945

� SS-27 determines a mutation score below 0.990 just for
the program getnum (0.98982) and edit (0.95844).

� SS-27 does not determine a mutation score below
0.950 for any program. The same does not happen with
S-Offutt-27, S-Wong and 6-Selective-27.

� S-Offutt-27, CSS-27 and S-Wong determine mutation
scores of 0.760, 0.900 and 0.900, respectively, for the
program change, while SS-27 and 6-Selective-27
present mutation scores of 1.000.

� The greatest cost reduction obtained with SS-27,
CSS-27, S-Offut-27, S-Wong and 6-Selective-27 sets
are 74.8%, 95.5%, 89.9%, 95.0% and 83.5% with a
mutation score of 0.997, 1.000, 0.760, 1.000 and 1.000,
respectively.

� The least cost reduction obtained with SS-27,
CSS-27, S-Offut-27, S-Wong and 6-Selective-27 sets
are 53.1%, 73.5%, 66.1%, 67.9% and 21.85% with a
mutation score of 0.998, 0.982, 0.959, 0.988 and 1.000,
respectively.

Considering mutation score, cost reduction, strength
and mutation score distribution, the SS-27 set would
constitute the best choice as it determines the greatest
mutation score, empirically includes the other selective
criteria and presents an excellent mutation score
uniformity, although it does not present the best cost
reduction. CSS-27 and S-Wong would also constitute a
good choice as these criteria present the best
cost/benefit relation. Another point that favors these
sets is that the cost to obtain them is very low; in fact,
for S-Wong there are no costs at all.

5   EXPERIMENT II

The same phases of Experiment I were also applied for
a set of 5-Unix utility programs. The main difference
was that, in Test Set Generation, 11 MT-adequate test
sets were used for each one of the 5 programs. Initially
we generated a pool of test cases composed by: 1) ad
hoc functional test cases, based on program
specification; and 2) randomly generated test cases.
From this pool, 11 test sets were generated for each
program. Next, we ran the test cases of each test set
against the mutants and, if necessary, we added manual
test cases to the set until we have obtained a
MT-adequate test set.

As illustrated in Table 11, these programs range in
size from 76 up to 119 executable statements and have
1619 up to 4332 mutants. In Table 11 it is also
provided information on the number of mutants per
mutation class as well as on the number of equivalent
mutants.

Table 11. Program Suite II:
Number of LOC and Mutants

Program LOC
Mutants

Total / Equiv
Statement

Total / Equiv
Operator

Total / Equiv
Variable

Total / Equiv
Constant

Total / Equiv
cal 119 4332 / 221 352 / 3 1409 / 86 791 / 117 1780 / 15

checkeq 76 3099 / 206 268 / 1 937 / 99 783 / 106 1111 / 0
comm 119 1728 / 166 405 / 5 642 / 111 367 / 35 314 / 15
look 107 2056 / 143 319 / 23 720 / 36 646 / 55 371 / 29
uniq 103 1619 / 93 348 / 0 621 / 64 406 / 28 244 / 1
Total 524 12834 / 829 1692 / 32 4329 / 396 2993 / 341 3820 / 60

In Graphic 4 we provide information on the mutant
operators cost in terms of number of generated mutants
and in terms of number of equivalent mutants for the
5-program suite, for the most prevalent operators. 56
operators were applicable to the 5 programs: 14 of
statement, 33 of operator, 6 of variable and 3 of
constant.
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Graphic 4. Program Suite II:
Mutant Operators Cost per Number of:

(a) Generated Mutants and (b) Equivalent Mutants

For Experiment II, the sufficient mutant operators
set was SS-5 = {SMTC, SSDL, OEBA, ORRN, VTWD,
VDTR}. We carry out the same analysis as for the
Experiment I. The preliminary sufficient sets (SSprel)
and the final sufficient set (SS-5) are analyzed w.r.t.
Mutation Testing. The mutation score (MS), the cost
reduction (CR) and the cost/benefit (CR/MS) evolution
are presented in. Table 12 and in Graphic 5.

Table 12. Program Suite II: Results Obtained at
Each Step of the 8ZKKNHNJSY Procedure

Step Mutant Operators MS CR (%) CR/MS
1 {Cccr, Vsrr, VTWD,

SSDL, ORRN, Ccsr}
0.99662 52.680 0.529

2 {Cccr, Vsrr, VTWD,
SSDL, ORRN, Ccsr}

0.99662 52.680 0.529

3 {VTWD, SSDL, ORRN} 0.99209 89.224 0.899
4 {SSDL, ORRN, VTWD} 0.99209 89.224 0.899
5 {SSDL, OEBA, ORRN,

VTWD, VDTR}
0.99733 82.305 0.825

6 {SMTC, SSDL, OEBA,
ORRN, VTWD, VDTR}

0.99761 82.048 0.822
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Graphic 5. Program Suite II: Sufficient Set Evolution

The results in terms of mutation score, cost
reduction and cost/benefit for Selective and Randomly
Mutation are summarized in Table 13 and in Graphic 6.
We can observe, on average, that:

� The 6-Selective-5 criterion determines the greatest
mutation score followed by SS-5.

� All criteria but 10%-Randomly determine a mutation
score greater than 0.990.

� CSS-5 provides the greatest cost reduction followed by
10%-Randomly, S-Wong and SS-5.

� In terms of cost/benefit the best criterion is
10%-Randomly followed by CSS-5, S-Wong and SS-5.

Table 13. Program Suite II: Comparison among
Selective and Randomly Mutation

Criterion MS CR (%) CR/MS
SS-5 0.99761 82.048 0.822

CSS-5 0.99209 89.224 0.899
S-Offutt-5 0.99066 77.014 0.777
S-Wong 0.99195 83.435 0.841

6-Selective-5 0.99858 51.340 0.514
10%-Randomly 0.98799 89.045 0.901
20%-Randomly 0.99501 77.700 0.781
30%-Randomly 0.99685 67.835 0.680
40%-Randomly 0.99720 57.675 0.579
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Graphic 6. Program Suite II: Selective and Randomly
Mutation: (a) Mutation Score and (b) Cost Reduction

If we favor the effectiveness of the criteria in terms
of the mutation score of the adequate test sets w.r.t. a
specific selective criterion against the full set of
operators, we would recommend SS-5, CSS-5 and
S-Wong, respectively, as they determine mutation
scores greater than 0.990 and are in the same
cost/benefit range.



From now on we focus our analysis on the selective
criteria. Table 14 provides a strength analysis among
the selective criteria. We can observe that SS-5 presents
the greatest strength to the other selective criteria.
If we consider ms* = 0.99 we can say that

SS-5
99.0

⇒ S-Offutt-5 and that SS-5 is empirically
equivalent to S-Wong and 6-Selective-5.

Table 14. Program Suite II: Strength Analysis

Criteria Mutation Score
SS-5 × CSS-5 1.00000
CSS-5 × SS-5 0.98443

SS-5 × S-Offutt-5 0.99813
S-Offutt-5 × SS-5 0.98421
SS-5 × S-Wong 0.99993
S-Wong × SS-5 0.99175

SS-5 × 6-Selective-5 0.99619
6-Selective-5 × SS-5 0.99263

The uniformity of the mutation scores determined
by the selective criteria for all the programs and the
corresponding cost reduction for each program are
illustrated in Table 15. We notice that:

� None criterion determines a mutation score equal 1.000
for any of the 5-Unix programs.

� Only SS-5 and 6-Selective-5 criteria determine
mutation scores greater than 0.990 for all programs.

� The greatest cost reduction obtained with the SS-5,
CSS-5, S-Offutt-5, S-Wong and 6-Selective-5 sets were
85.9%, 92.3%, 82.1%, 87.6% and 60.4% respectively.

� The least cost reduction obtained with the SS-5,
CSS-5, S-Offutt-5, S-Wong and 6-Selective-5 sets were
77.9%, 84.5%, 69.5%, 79.5% and 38.5%, respectively.

Table 15. Program Suite II: Distribution of
(a) Mutation Score and (b) Cost Reduction

(a)
Mutation Score

Program
SS-5 CSS-5 S-Offutt-5 S-Wong 6-Selective-5

cal 0.99955 0.99674 0.99970 0.99961 0.99964
checkeq 0.99719 0.99270 0.98600 0.99713 0.99612
comm 0.99478 0.98725 0.98281 0.98802 0.99923
look 0.99677 0.98711 0.98838 0.98135 0.99990
uniq 0.99975 0.99667 0.99642 0.99366 0.99799

Average 0.99761 0.99209 0.99066 0.99195 0.99858

(b)
Cost Reduction (%)

Program
SS-5 CSS-5 S-Offutt-5 S-Wong 6-Selective-5

cal 85.919 92.267 82.110 87.581 56.948
checkeq 81.413 89.190 74.734 81.478 60.374
comm 77.951 84.491 78.935 79.456 38.542
look 80.691 89.494 69.455 83.268 45.331
uniq 78.999 85.855 75.293 80.544 40.334

Average 82.048 89.224 77.014 83.435 51.340

As in Experiment I, considering mutation score,
cost reduction, strength and mutation score
distribution, the SS-5, CSS-5 and S-Wong sets would
constitute the best choices. Among these, SS-5 provides
the best mutation score, gives the best mutation score
uniformity and presents the greatest strength against
the other criteria. All of them provide a cost reduction
over 80%.

6   EXPERIMENT I X EXPERIMENT II

In this section we crosscheck the selective criteria
obtained for Experiment I against Experiment II and
vice-versa. This give us an idea of the goodness of each
selective criterion determined based on a suite of
programs (or application domain) for another programs
(or domains). Table 16 gives the mutant operators that
compose each selective criterion. The mutation score
and cost reduction obtained for the two experiments
applying these criteria are summarized in Table 17.

Table 16. Selective Criteria Mutant Operators

Mutation Class
Criterion

Statement Operator Variable Constant

SS-27
SWDD
SMTC
SSDL

OLBN
OASN
ORRN

VTWD
VDTR

Cccr
Ccsr

SS-5
SMTC
SSDL

OEBA
ORRN

VTWD
VDTR

–

CSS-27 SSDL ORRN VTWD Ccsr
CSS-5 SSDL ORRN VTWD –

S-Offutt-27 – – –
Cccr
Ccsr

CRCR

S-Offutt-5 – –

Vprr
Varr

VTWD
VDTR
Vsrr

–

S-Wong STRP
OLLN
OLNG
ORRN

VTWD
VDTR

–

6-Selective-27 OP - {Vsrr, CRCR, Ccsr, VDTR, Cccr, SRSR}
6-Selective-5 OP - {Cccr, Vsrr, Ccsr, CRCR, VDTR, ORRN}

Table 17. Selective Criteria: An Overview of the
Mutation Score and Cost Reduction

27-Program Suite 5-Program Suite
Criterion

MS CR (%) MS CR (%)
SS-27 0.99660 65.015 0.99769 58.711
SS-5 0.98870 77.440 0.99761 82.048

CSS-27 0.98505 80.031 0.99410 76.165
CSS-5 0.97567 87.769 0.99209 89.224

S-Offutt-27 0.97143 78.115 0.98829 70.235
S-Offutt-5 0.93850 73.796 0.99066 77.014
S-Wong 0.97979 79.738 0.99175 83.435

6-Selective-27 0.99242 47.945 0.99864 53.802
6-Selective-5 0.99122 46.143 0.99858 51.340

From Table 17 we can conclude that the only sets
that determine mutation scores above 0.990 for both
experiments are SS-27, 6-Selective-27 and
6-Selective-5. Observe that SS-27 contains three
operators (Ccsr, VDTR, Cccr) that are among the six
most prevalent ones for Experiment I and four most
prevalent operators (Cccr, Ccsr, VDTR, ORRN) for
Experiment II. Yet, it provides a greater cost reduction
than the 6-Selective sets for both experiments. The
criterion SS-5 contains two operators (VDTR, ORRN)
that are among the six most prevalent ones for
Experiment II and one most prevalent operator (VDTR)
for Experiment I. The criterion S-Offutt-5 is the only
criterion that determines a mutation score below 0.950
when applied to Experiment I. The criterion S-Offutt-27
provides mutation scores greater than 0.970 for both
experiments.



In Experiment I and Experiment II, considering
mutation score, cost reduction, strength and mutation
score uniformity we concluded that the sets SS, CSS
(obtained by applying the 8ZKKNHNJSY Procedure) and
S-Wong yield the best results. These sets have a
common set of operators as can be inferred from
Table 16 and illustrated in Figure 1.

SMTC SSDL

VTWD VDTR
ORRN

OEBA

SWDD
OLBN OASN

Cccr
Ccsr

OP
SS-27

S-Wong

STRP
OLLN OLNG

SS-5

Figure 1. Commonality among SS-27, SS-5
and S-Wong Criteria

Observe that, except for the presence of OEBA, the
sufficient set for the 5-Unix programs is a subset of the
sufficient set for the suite of 27 programs. Also,
observe that the operators SMTC, SSDL, ORRN,
VTWD and VDTR are common to both sufficient sets
and ORRN, VTWD and VDTR are common to the
S-Wong set too.

From Table 18, we can conclude that SS-27
99.0

⇒ SS-5.
From Table 9 and Table 14 it can also be concluded
that SS-27 ⇒ S-Wong and that SS-5 and S-Wong are

empirically equivalent. In particular, SS-27
99.0

⇒ STRP,

SS-27
99.0

⇒ OLLN and SS-27
99.0

⇒ OLNG and so does SS-5.

It is important to observe that SS-27
99.0

⇒ OEBA, but for
program look. By the other hand, two of the common
operators (VDTR, ORRN) are among the most
prevalent ones.

Table 18. Strength Analysis of the Sufficient Sets

Experiment Criteria Mutation Score
SS-27 × SS-5 0.99933

27-Program Suite
SS-5 × SS-27 0.98842
SS-27 × SS-5 0.99821

5-Program Suite
SS-5 × SS-27 0.99862

Another point that should be highlighted is related
to the number of equivalent mutants generated per
operator. Offutt et al. [15] define the semantic size of a
fault to be the relative size of the input domain for
which the program is incorrect. They suggest that the
underlying goal of selective mutation is to try to only
use operators that tend to produce mutants that have
semantically small faults. If this model holds, their
expectation would be that the selective mutants should
contain a high percentage of equivalent mutants, what
would impose costs to determine the equivalent
mutants. In other hand, we may focus heuristic to deal
with equivalent mutants just related to the sufficient
operators.

In the Offutt et al.’s experiment it turned out the
five operators in the selective set account for 57% of
the equivalent mutants. In our experiments we obtained
similar results. The SS-27 set accounts for 43.4%
(1361/3136) and 56.9% (472/829) of the equivalent
mutants in experiments I and II, respectively. SS-5
accounts for 39.6% (1242/3136) and 53.8% (446/829)
of equivalent mutants in experiments I and II,
respectively. S-Offutt-27 accounts for 15.3% and 7.2%,
while S-Offut-5 accounts for 36.8% and 41.0% for
Experiments I and II, respectively. S-Wong accounts
for 29.6% and 45.5% for Experiments I and II,
respectively. 6-Selective-27 accounts for 51.0% and
53.4%, while 6-Selective-5 accounts for 48.8% and
47.9% for Experiments I and II, respectively.

One interesting fact in this scenario is that the
operators that generate the greatest percentage of the
equivalent mutants, in relation to either the total
number of equivalent mutants or the total number of
mutants, are among the 15th ones. The six most
prevalent ones account for 49.0% in Experiment I and
52.1% in Experiment II. We would expect then the
selective operators to be among the most prevalent
ones, at least for C. This would conflict with applying
N-Selective criteria. It should also be observed that all
the selective criteria account for the same range of
equivalent mutants. This is a point to be further
investigated.

One final point to be analyzed is the evolution of
the sufficient mutant operators sets obtained in each
step of the 8ZKKNHNJSY Procedure application.
Analyzing Table 7 and Table 12 and Graphic 2 and
Graphic 5 we can conclude that Step 1 and Step 2 favor
the mutation score while Step 3 favors the cost
reduction, eliminating those mutants empirically
included by others. In Step 4 we have the best
cost/benefit. Step 5 and Step 6 favor the mutation score
again, looking for relevant operators of each mutation
class and for the high strength operators. This
information should be used in a further refinement of
the 8ZKKNHNJSY Procedure proposed in this paper.

7   CONCLUSIONS AND FURTHER WORK

We report in this paper two experiments toward the
determination of sufficient mutant operators for C, in
the same line of Offutt et al.’s study for FORTRAN
[15]. In the scope of these case studies a procedure for
the determination of a sufficient mutant operators set
for C language, in the context of Proteum testing tool,
was proposed. The 8ZKKNHNJSY Procedure [3][4], as it
was named, aims at providing a systematic way to
determine a selective criterion based on Mutation
Testing. The proposed procedure synthesizes the
guidelines, discussed in this paper, for determination of
sufficient mutant operators we have devised motivated
by previous results in the area. The guidelines explore
concepts such as mutation score determined by a
specific operator, inclusion relation among the
operators, strength and mutation type. Along this study



a comparison with the most relevant previous works on
this subject was also carried out.

The 8ZKKNHNJSY Procedure application leaded to a
considerable reduction on the number of available
operators (71) in Proteum. The sufficient mutant
operators sets obtained provided a high adequacy
degree w.r.t. Mutation Testing: the mutation scores
were above 0.995. Considering the application cost, in
terms of number of mutants, the reductions were, on
average, above 65%

In both experiments, considering the mutation
score, cost reduction, strength and mutation score
distribution, the sufficient operator sets determined by
the application of the 8ZKKNHNJSY Procedure would be
among the best choice. They presented the greatest
mutation scores, empirically included the other
selective criteria, presented an excellent mutation score
uniformity among the programs and determined the
greatest strengths against the other selective criteria.

The computational cost to determine a sufficient
mutant operators set may strongly influence the choice
of a specific approach. The aim is to define a
pragmatically, low-cost, domain-independent approach
for the determination of such set. For instance,
Wong et al.’s selective set is domain and program
independent.

One important point to be looked at, related to the
guidelines i and ii, are the good results obtained with
the constrained sufficient sets (CSS), which include the
more representative operator of each mutation class.
These sets constitute a very good start point to build up
a sufficient mutant operators set.

Another point is that the proposed 8ZKKNHNJSY
Procedure’s structure makes possible that the
determination of the sufficient set be done and applied
in an incremental way, according to system criticality
and time and budget constraints. If we apply just the
guidelines i to iv, i.e., just the operators obtained in
Step 4, we would have a high mutation score, with a
low application cost. The other two steps related to
guidelines v and vi, favor the test effectiveness, in
terms of mutation score, but compromise the
cost/benefit relation.

In this work we did not take in account other costs
associated to Mutation Testing as well as the
effectiveness. For instance, Mresa et al. [13] have also
investigated sufficient FORTRAN mutant operators
using Mothra, taking in account the mutation scores
provided by the individual operators and their
associated costs (including both test set generation and
equivalent mutant detection) in order to determine the
most efficient operators. According to the authors, the
results show that the use of the efficient operators can
provide significant gains for Selective Mutation if the
acceptable mutation score is not very close to 1.000,
otherwise, Randomly Selected Mutation provides a
more efficient strategy than a sufficient set of
operators.  Mresa et al. have also raised the point it can
not be assumed that a test set that kills 99% of the
mutants killed by an adequate test set is able to detect
99% of the real faults that are detected by the adequate

test set. Our measure of effectiveness considered just
the mutation score of the selective criteria.

Giving the considerations above we are motivated
to further investigate and refine the sufficient sets,
taking in consideration operator cost, in terms of
number of generated mutants, of equivalent mutants
and of number of test cases. Also, further investigation
analyzing the abilities of the selective criteria to detect
real faults will be carried out.

As mentioned before, the sufficient set may be
dependent on the application domain and on the
programs used, i.e., the specific characteristics of each
program (or suite of programs). This is also a point to
be further investigated. Applying the procedure in other
programs at different domains will generate a
knowledge base that may be used for improving the
sufficient set.

Further studies are been planned to investigate the
scalability of these results to larger programs. We are
also interested in conduct a broad selection of
programs, from different application domains, to
replicate this study, in order to make the results
presented so far, more significant.

A similar study has been carried out at the
integration testing level, considering the Interface
Mutation criterion [8] and using Proteum/IM [7] – a
tool that supports the testing of C programs at the
integration level, and similar results, to appear in a
forthcoming paper, were obtained.
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